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Abstract

The anonymous data of the Swiss Pension Register (CCO/FSIO) (PR) are typically used to
estimate (in the short, middle and long term) the future revenues and expenditures of the Old-
Age and Survivors’ Insurance (OASI). In this perspective, it is essential to have a clear look
at the register’s main statistical features. To better understand it and benefit more from its
richness, we propose analysing the raw data by an appropriate clustering method.

We face three main difficulties:

1. As not only continuous but also nominal or categorical variables structure the register,
we have to choose a clustering method that considers any types of variables;

2. The a priori number of clusters should be in the first step determined, and thus the
question of how to fix it is essential;

3. The method should run over big data.

Recently, A. Foss et al. (2016) and A. H. Foss and Markatou (2018a) proposed the KAMILA
clustering method (KAy-means for MIxed LArge data), which is specifically designed to man-
age a clustering process for mixed distributions. Furthermore, a simple rewriting of the KAMILA
algorithm allows an easy implementation in a map-reduce framework like Hadoop, thus being
run on very large data sets. On the other hand, Tibshirani and Walther (2005) advocate the
use of the "Prediction Strength" as a measure to find the optimal number of clusters.

We applied the KAMILA clustering method on the more than 2 000 000 observations of the
PR data. Due to memory limit problems and time restrictions in our research, we did not use
the Hadoop framework to run the KAMILA algorithm and had to work on a reduced sample
size (but still very large and therefore sufficient to obtain satisfactory results). We were able to
determine the optimal number of clusters, namely k⋆, thanks to the KAMILA technique, while
maintaining a reasonable computing time thanks to the smaller sample. We then applied the
KAMILA algorithm on the whole Swiss Pension Register (CCO/FSIO) (PR) according to the
optimal number of clusters k⋆ retrieved from the smaller sample.

On this basis, we analysed the partition of our data. The principal features of each cluster
were described. As a result, we highlighted, in particular in the table 3.3 which summarises
the results of the contingency table A.1, the similarities and dissimilarities between the OASI
pensioners subgroups according to their sociodemographic characteristics. These pieces
of information are helpful to better understand the structure of the Swiss Pension Register
(CCO/FSIO).
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Introduction

In a first step, we describe the data of the Swiss Pension Register 1 (CCO/FSIO 2) 2020 from
a statistical point of view. In a second step, we present the clustering method we use to split
the Swiss PR (CCO/FSIO), namely the KAMILA clustering method. Finally, we explain the
implementation of this method on our data and we analyse the results.

The anonymous data of the Swiss PR (CCO/FSIO) are typically used to estimate (in a
short, middle and long term) the future revenues and expenditures of the OASI. In order to
better understand this register and to benefit more from its richness, we analyse the raw data
as well as the clustered data.

Due to the large size of the Swiss PR (CCO/FSIO) and to the heterogeneity of its variables,
we have to choose a clustering method adapted for mixed-type data allowing to handle a very
large number of observations. We find that the KAMILA clustering method is the most suited
clustering method for our data and we explain theoretically and empirically how it enables us
to obtain the best number of clusters (denoted by k⋆) for our dataset.

In chapter 1, the original dataset and its data are described by means of summary statis-
tics. We then present theoretically the KAMILA clustering method as well as the way we
implement it in the R software in chapter 2. In chapter 3, the resulting clusters are described
statistically and graphically.

1We denote Pension Register with its acronym PR further.
2Please consult the website: www.bsv.admin.ch.
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Chapter 1

Variables Definition and Statistical
Highlights

The Swiss PR (CCO/FSIO) contains the sociodemographic and economic characteristics and
specific data of the Old-Age and Survivors’ Insurance and of the Disability Insurance 1. This
register comes from the Central Compensation Office (CCO) 2 located in Geneva (Switzer-
land). It contains all the data of the OASI and of the DI. The CCO makes it accessible for the
employees of the the Federal Social Insurance Office (FSIO) via their internal server.

The variables of interest are Annual Average Determinant Revenue (AADR) and the monthly
pension amount received by the insured persons. The first OASI pension amount is deter-
mined by using the AADR as an input in the equation (1.1), where the AADR reflects the
whole life of an individual from an economic point of view. For this study, we focus on the
observed year 2020.

We define a selection of variables from the Swiss PR (CCO/FSIO) in the section 1.1 and
describe them in the section 1.2 by means of summary statistics.

1.1 Variables Definition

The table 1.1 defines the variables selected out of the Swiss Pension Register (CCO/FSIO).
In this table, one can find the variable year which indicates the chosen year of the Swiss
Pension Register (CCO/FSIO) which we use for our study. In our case, the variable year
takes the value 2020. Our Swiss Pension Register sample reflects then the state of the Swiss
retirement in the year 2020.

1We will denote Old-Age and Survivors’ Insurance and Disability Insurance with their respective acronyms
OASI and DI further.

2Please consult the website www.zas.admin.ch.
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20 CLUSTERING THE SWISS PR

The variables age and age_retire inform respectively on the age of an individual and on
the age at which this person actually retired. The other sociodemographic variables such as
nationality (nat), residence (resid) and sex (sex) complete the information needed to charac-
terise each individual.

There are two categorical (nominal) variables, i.e. marital_stat and benef_type defining
respectively the marital status and the pension type of an individual, which were converted
into dummies for each category. All these dummy variables are defined in the same table and
were created in order to build a design matrix for estimating the parameter k⋆ (cf. chapter 3).
Note that the pension type, indicated by benef_type, is not only due to the old-age insurance
but also to survivor insurance like in the case of spouse’s loss (i.e. widow pension), of mother’s
or father’s loss (i.e. mother’s or father’s orphan pension) or of both mother’s and father’s loss
(i.e. twice orphan pension). In addition to these cases, there existed, until the 10th revision
of the OASI (1997), a spouse’s complementary pension for the younger wife of a retired man
who could ask for it because she was not yet allowed to benefit from a old-age pension due to
her age. This pension type still appears in the Pension Register (CCO/FSIO) because, once it
has been granted to an individual (before 1997), it cannot be suppressed 3. In case of a retired
man or woman with a child less than 18 years old or between 18 and 25 years old and still
studying, a father’s child pension or a mother’s child pension can be granted. The DI pension
is also a part of the Pension Register (CCO/FSIO) but, as we concentrate only on the OASI,
we exclude the data related to the DI.

The variable aadr, whose natural logarithm is given by ln_aadr, gives the Annual Average
Determinant Revenue (AADR) used to determine the first pension amount of an individual
leaving the labour market once he decided to retire. This variable is the one we are inter-
ested in because we want to be able to retrieve the most probable AADR by only relying
on the sociodemographic and economic characteristics of the OASI new beneficiaries. The
AADR determines the pension amount according to the functional relationship formalised by
the equation (1.1) and depicted in the figure 1.1 for the minimal pension amount of 1185 CHF
in effect in the year 2020 and in accordance with our dataset 4.

By predicting the AADR for the projected number of OASI beneficiaries 5, it will be possible
to retrieve the pension amount they will receive once they get retired thanks to equation (1.1).
Let mr be the minimal pension amount in the year of the occurrence of the insured event t ,
according to the article 34, LAVS, the OASI monthly pension amount for an individual i with a
scale equal to 44 is defined as

monthly_pensiont ,i = si ·


mrt if aadri ≤ mrt · 12,

mrt · 74
100 + aadri · 13

600 if mrt · 12 < aadri ≤ mrt · 36,

mrt · 104
100 + aadri · 8

600 if mrt · 36 < aadri < mrt · 72,

mrt · 2 if aadri ≥ mrt · 72.

(1.1)

3Please consult the FSIO publication relative to the 10th revision of the OASI (1997) (last consulted on the
03.11.2021).

4The minimal pension amount in effect from the 1st of January 2021 is equal to 1195 CHF (i.e. pension system
2021). The corresponding functional relationship is shown in the figure A.6.

5According to the population scenarios obtained from the Swiss Statistical Federal Office.
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WP 21

with si 6 being the factor for incomplete pensions depending on scaleei ,i — defined in the
equation (1.2) — and where monthly_pension and aadr are defined in the table 1.1.

Figure 1.1: OASI monthly pension amount in function to AADR (pension system 2020)

As written in the table 1.1, the variable scale is defined as a factor relative to the number
of contribution years to the OASI. This factor is determined by the maximal total number of
OASI contribution years, to the individual’s effective total number of OASI contribution years
— given by the variable contrib_m_ind divided by 12 months — and to the number of OASI
contribution years corresponding to the individual’s age group — indicated by the variable
contrib_y_ageclass defined in the equation (1.3). We can express this functional relationship
with the equation (1.2):

scaleei ,i =
44 · contrib_m_indei ,i

12
contrib_y_ageclassi

, (1.2)

where

contrib_y_ageclassi = ei − year_of_birthi − 21 (1.3)

6The factor si is equal to 1 if scaleei ,i = 44, corresponding to a complete pension. Please consult the table 11
of the OASI and DI Pensions Tables (2019).
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22 CLUSTERING THE SWISS PR

with ei defining the year of the occurrence of the insured event of the individual i , year_of_birth
the individual i ’s year of birth and where 21 is the age at which OASI contributions must be
paid for the first time (according to the pension system 2020). 7

Note that the monthly pension amount given by the variable monthly_pension defined in
the equation (1.1) will then be analysed in order to know if it must be capped or not. This is the
case for the monthly pension amount of each of the couple members if sum of both pensions
exceed 150% of the maximal pension amount — in 2020, the maximal pension amount is
2370 CHF. The old-age pension amount will be capped for each of member of the couple if
the sum of their benefits exceeds 3555 CHF. In that case, the variable capping would be equal
to 1.

The revenues earned by each of the couple members over the years under wedding con-
tract will be split when both of them are getting retired or divorced and when an old-age
pension is granted to a widow. In that case, the variable splitting is equal to 1.

At the splitting time or in the year of the occurrence of the insured event, the bonus for
childcare and the bonus for caregiving are distributed. Their respective amounts are computed
on the basis of the number of months dedicated to each of these activities, respectively given
by the variables bonus_m_edu and bonus_m_assist. This fictive revenue is added to the total
income of the individual which is used to determine his pension amount. This amount is equal
(for both types of bonus) to three times the minimal old-age annual pension amount in effect
in the year of the occurrence of the insured event.

7Please consult the tables 1 and 2 of the OASI and DI Pensions Tables (2019).
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1.2 Statistical Highlights

The table 1.2 shows us the summary statistics of the whole Pension Register for the year
2020. These summary statistics describe the data of the whole dataset.

However, before analysing the variables contrib_m_ind, contrib_y_ageclass, splitting,
bonus_m_edu and bonus_m_assist, we should note that the NA values of these variables were
replaced by 0 since there were problems with applying the KAMILA clustering method if there
were only NA values in a cluster. This was the case for the pensioners receiving a pension type
different from the old-age pension. We had to recode these NA values into 0 in order to take
into account these variables for our tests presented in the table 3.1. Therefore, the descriptive
statistics of the table 1.2 correspond to the already modified variables whereas the table 1.3
shows the descriptive statistics of the respective raw variables. These recoded variables do
not enter into the final set of explanatory variables. Those are listed in the tables 2.1 and 2.2.

As one can see, the Pension Register for the year 2020 contains 2 688 607 observations.
The individuals are between 0 and 99 years old. As provided in the Swiss law LAVS, women
can retire between 62 and 69 years old and men between 63 and 70 years old. Therefore,
the minimum and maximum values for the variable age_ret are resp. 62 and 70. For this
variable, there are less observations, i.e. 2 438 759, because values can be retrieved only for
the individuals concerned with retirement.

It is clearly shown that the number of women is higher than the number of men the OASI
given that the Pension Register in 2020 is constituted by 56.5% of female beneficiaries. Be-
sides, 63.2% of the individuals are Swiss and 65.1% live in Switzerland. Divorced individuals
constitute 12.5% of the sample, single ones 8.7% and widowed ones 24%. Married benefi-
ciaries constitute the most common marital status as this concerns 54.8% of the population
sample. As expected, the old-age pension is the most common among the population since
90.7% of the individuals receive it. Among the other pension types, the widow pension type is
the most prevailing as it touches 6.3% of the population, followed by the father’s child pension
with 1%.

The scale ranges from 0 to 44, where 0 concerns mostly the children who benefit from an
orphan pension and for whom no scale can be computed, whereas a scale equal to 44 yields
to a complete pension. The variable eprc is simply the variable scale divided by its maximal
possible value (44). The value 0.734 means that, in average, 73.4% of a complete pension is
due by the Swiss state pension provision.

In average, the pensioners have paid contributions during 360 months, respectively 30
years. The maximal value of contrib_m_ind is 540 which corresponds to a 45 years of reg-
ularly paid contributions to the OASI from the age of 21 until the legal retirement age. The
variable contrib_m_ind will then be compared with the number of contribution years of the
age class belonging to the respective individual — given by the variable contrib_y_ageclass
— in order to determine the scale as it is formally written down in the equation (1.2).

The AADR has a large standard deviation. Therefore, we cannot interpret its mean cor-
rectly, as it is largely influenced by extreme values. Nonetheless, we can say that less than
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25% will get the maximal old-age pension amount (i.e. 2 · 1185 = 2370), provided that the
individuals in question have the maximal scale.

There are 30.4% of the pensions which are capped and 59.7% of the revenues earned by
each of the couple members over the years under wedding contract which are split in case
of a divorce or a retirement as well as when a widow gets an old-age pension. By omitting
the observations with NA values, 60.9% of the individuals were affected by the splitting of their
revenues.

The average number of months dedicated to childcare is about 69 months and 109 months
by excluding the NA values (cf. table 1.3). The maximal number of the variable bonus_m_edu
is very high (504 months) but can be due to having several children with an important age
difference. On average, one spends less than one month for caregiving but, by excluding the
NA values (cf. table 1.3), we see that about 36 months are dedicated to assistance care on
average. The maximum of the variable bonus_m_assist is 264 months.
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Variable N Mean Std. Dev. Min Pctl. 25 Pctl. 75 Max
year 2688607 2020 0 2020 2020 2020 2020
age 2688607 73.481 11.679 0 68 80 99
age_ret 2438759 64.324 0.784 62 64 65 70
sex 2688607 0.565 0.496 0 0 1 1
nat 2688607 0.368 0.482 0 0 1 1
resid 2688607 0.349 0.477 0 0 1 1
eprc 2688607 0.734 0.37 0 0.386 1 1
aadr 2688607 60677.978 54923.606 0 39816 72522 17647020
monthly_pension 2688607 1395.412 773.527 7 664 1903 3678
capping 2688607 0.304 0.46 0 0 1 1
contrib_m_ind 2688607 360.535 191.287 0 172 516 540
contrib_y_ageclass 2688607 41.26 5.631 0 42 44 45
splitting 2688607 0.597 0.491 0 0 1 1
bonus_m_edu 2688607 69.297 65.411 0 0 120 504
bonus_m_assist 2688607 0.091 2.429 0 0 0 264
benef_type 2688607 1.191 0.817 1 1 1 8
marital_stat 2688607 2.904 0.904 1 3 3 4
scale 2688607 32.29 16.271 0 17 44 44
marital_stat1 2688607 0.125 0.331 0 0 0 1
marital_stat2 2688607 0.087 0.282 0 0 0 1
marital_stat3 2688607 0.548 0.498 0 0 1 1
marital_stat4 2688607 0.24 0.427 0 0 0 1
benef_type1 2688607 0.907 0.29 0 1 1 1
benef_type2 2688607 0.063 0.243 0 0 0 1
benef_type3 2688607 0.009 0.094 0 0 0 1
benef_type4 2688607 0.003 0.051 0 0 0 1
benef_type5 2688607 0 0.003 0 0 0 1
benef_type6 2688607 0.008 0.088 0 0 0 1
benef_type7 2688607 0.01 0.099 0 0 0 1
benef_type8 2688607 0.001 0.024 0 0 0 1

Table 1.2: Summary Statistics of the Pension Register

Variable N Mean Std. Dev. Min Pctl. 25 Pctl. 75 Max
raw_contrib_m_ind 2688309 360.575 191.26 12 172 516 540
raw_contrib_y_ageclass 2688309 41.265 5.615 1 42 44 45
raw_splitting 2637102 0.609 0.488 0 0 1 1
raw_bonus_m_edu 1702658 109.425 48.633 0 96 132 504
raw_bonus_m_assist 6687 36.615 32.158 0 12 48 264

Table 1.3: Summary Statistics of the Pension Register’s Variables Recoded for NAs
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Chapter 2

Methodology and Application

In addition to the statistical description of the variables constituting the Swiss Pension Register
(CCO/FSIO) given in chapter 1, we want to analyse our dataset in more details, in order to
group similar observations such that we can obtain statistically significant results by applying
classification methods. Therefore, clusters should be defined for the Swiss Pension Register
(CCO/FSIO).

Milligan (1980) gives a generally accepted definition for the structure of a cluster:

Definition 2.0.1. « Clusters should exhibit the properties of external isolation and internal
cohesion. External isolation requires that entities in one cluster should be separated from en-
tities in another cluster by fairly empty areas of space. Internal cohesion requires that entities
within the same cluster should be similar to each other, at least within the local metric.» 1

By carrying out this cluster analysis, we would like to uncover some hidden features from
the data. In our case, clusters will help to learn more about the structure of the Swiss Pension
Register (CCO/FSIO) such that we will be able to get better results by applying classification
methods.

However, we encounter three main difficulties, namely:

1. As not only continuous but also nominal or categorical variables structure the register,
we have to choose a clustering method that considers any types of variables;

2. The a priori number of clusters should be in the first step determined, and thus the
question of how to fix it is essential;

3. The method should run over big data.

1This text is taken from Milligan (1980), p. 326.
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Given the large size of the Swiss Pension Register (CCO/FSIO) and its data heterogeneity,
it is impossible to apply the usual clustering methods such as the k -means and the Ward
clustering methods.

Therefore, we choose the KAMILA clustering method (KAy-means for MIxed LArge data
sets) — developed by A. Foss et al. (2016) and implemented in R (cf. A. H. Foss and Markatou
(2018b)) — to split our data in several clusters. This method is the best suited for the specificity
of the Pension Register (CCO/FSIO).

In the following sections, we formally present KAMILA and how we apply it in R on the
Swiss Pension Register (CCO/FSIO), in order to obtain the best number of clusters k⋆ and to
respectively split the dataset in several groups according to the retrieved value for the param-
eter k⋆.

2.1 Methodology

The methodology necessary for clustering a mixed-type and large dataset matches the one
given by the KAMILA clustering method which fulfills the requirement of equitably treating
the contribution of categorical and continuous variables in a flexible way, i.e. without strong
parametric assumptions.

According to A. Foss et al. (2016) 2, the KAMILA clustering method has the following
advantages over the other usual clustering algorithms:

1. The original variables (continuous, categorical or nominal) can be used in their original
form and do not need to be transformed in order to have one single variable type. The
original information is therefore kept completely intact;

2. The contribution of all variables types is equitably balanced;

3. The clusters are determined in a flexible way, i.e. without any restrictive parametric
assumptions, « generalising the form of the clusters to a broad class of elliptical distri-
butions »;

4. It is not necessary «to specify variable weights nor use coding schemes» in order to
apply the algorithm.

2The following arguments are taken from A. Foss et al. (2016), p. 420.
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2.1.1 Literature review on mixed-type data

We take up and summarise the explanations of A. Foss et al. (2016) (pp. 420 – 426) in this
section.

The most applied strategy to handle mixed-type data is transforming the variables in order
to harmonise the data set such that one single data type exists. For instance, it is very common
to create new dummy variables for each category of a nominal or ordinal variable. By doing
so, the dimensionality of the dataset increases and threatens with multicollinearity problems
— among others led by the curse of dimensionality.

Firstly, Hennig and Liao (2013) investigate the mixed-type data handling by applying the
dummy transformation of the variables. They compare two different methods, namely the k -
medoids technique which is based on a dissimilarity-based partitioning approach explained by
Kaufman and Rousseeuw (1990) and a model-based clustering approach where mixture com-
ponents and underlying latent classes define the clusters, namely the latent class clustering
(LCC) exposed by Vermunt and Magidson (2002).

On one side, Kaufman and Rousseeuw (1990) explain that cluster analysis is the group-
ing of observations close to another without knowing the form, namely the parameters as
the mean and the variance, nor the number of these groups. Representative objects, called
medoids, are chosen so that they are good enough to yield the minimal average distance
between each of the k cluster’s medoid and its belonging objects. Hence, this technique of
partitioning is called k -medoids which can be runned by the program PAM (partitioning around
medoids) also giving a so-called silhouette plot 3.

On the other side, Vermunt and Magidson (2002) speak of latent class (LC) analysis as
being also defined by the explanation given by Kaufman and Rousseeuw (1990) for cluster
analysis, where the data belong to K latent classes whose form and number are unknown a
priori.

Moreover, observations sharing the same group are alike with respect to their scores for
several variables as they are assumed to come from the same probability distribution whose
parameters are yet unknown and to be estimated. However, the LC analysis differs from
classical clustering analysis in the fact that LC clustering is based on statistical models related
to the sampled population.

Therefore, according to Vermunt and Magidson (2002), LC analysis, as a probabilistic
clustering approach, allows to take into account the uncertainty that a certain object belongs
to a specific class, which let us think of the conceptual relationship between fuzzy clustering
techniques and the LC analysis. While it is possible to classify other objects with LC analysis
thanks to the estimated parameters of the statistical model, it is not the case with standard
fuzzy cluster techniques where the estimated parameters determine the extent of an object’s
membership to a specific group 4.

3For more details, please consult Kaufman and Rousseeuw (1990) p. 41.
4For more information, please consult Vermunt and Magidson (2002) p. 2.
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In a nutshell, thanks to the parallels existing between cluster analysis and LC analysis, the
latter has become an important tool in the clustering methods.

Secondly, Hennig and Liao (2013) investigate the performance of the CLARA (CLustering
LArge applications) algorithm (of the R package cluster) by using dummy variables. This
program has the same goal as PAM but is designed especially for large data sets.

PAM can only stand for a maximal number of n = 100 observations as it stores all pairwise
distances in a central memory opposite to CLARA which only stores the actual measurements
and is therefore more limited regarding some features than PAM.

A. Foss et al. (2016) find out that the dummy variables — coded following the dummy
coding strategy suggested by Hennig and Liao (2013) — and some types of hybrid distance
metrics — such as the Gower’s distance (Gower (1971)) — have a large and unjustifiable
influence on the k -medoids algorithms (such as CLARA).

This is not the case with k -means algorithm using centroids (instead of medoids) which
represent the centre location of the clusters opposite to the medoids that are real observed
objects. This method uses the squared Euclidean distance as metric between the data and the
centroids. There are as many centroids as there are clusters.This explains that the k -means
algorithm is more flexible than the k -medoids algorithm — which requires the k medoids to be
observed — in the sense that the k -means algorithm is « robust to various forms of continuous
error perturbation » 5. However, it is not well suited for categorical variables.

In order to find a way to deal with categorical variables, Huang (1998) presents the k -
prototypes algorithm which has the advantage to combine several techniques to handle sev-
eral data types. Although this method is derived from the k -means algorithm, it is different
in the sense that it does not only use the squared Euclidean distance (for continuous vari-
ables) but also « matching distance for categorical variables ». However, this method needs a
weighting criterion to balance between continuous and categorical variables. Therefore, it has
the same limitation as the methods using the Gower’s distance because a weighting factor is
needed.

The only method bringing a solution to weigh effectively between the contribution of the
categorical and continuous variables is the one given by Modha and Spangler (2003). They
develop an optimal weight between different features of the data by means of a generalisation
of the Fisher’s discriminant.

Thanks to this optimal feature weighting, it is possible to obtain clusters such that the av-
erage within-cluster dispersion is minimised and the average between-cluster dispersion is
maximised for all the feature spaces. This weighted distortion measure, namely Dα, is adap-
tively selected in order to obtain well separated feature spaces. Dα involves the within-class
and the between-class covariance matrices resulting in the generalised Fisher ratio. Modha
and Spangler (2003) integrate this Dα measure in the k -means algorithm. One drawback is
that the number of clusters still has to be chosen before running the algorithm.

5For more details, please consult Milligan (1980).
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Another possibility would be to use parametric methods which perform quite well with
categorical and continuous variables. However, the limitation of these models lies in the fact
that they cannot stand a large number of categories nor of categorical variables.

Among non-parametric methods, the Kernel Density method cannot handle categorical or
mixed-type data. Therefore, a new method has been developed by A. Foss et al. (2016),
namely the KAMILA clustering method, which can handle large datasets and mixed-type data
without making strong assumptions about the weight and the number of clusters nor paramet-
ric assumptions.

2.1.2 Kamila Clustering Algorithm

As said above, the motivation to use the KAMILA clustering method is driven by the large size
of the Swiss Pension Register (CCO/FSIO), by the high number of continuous and categorical
variables and by the unknown a priori number of clusters present in this register.

As presented by A. Foss et al. (2016) (pp. 426 – 437), the KAMILA clustering method
is based on the k -means and extended in order that it would neither be needed to set any
weights arbitrarily (like dummy coding) for each type of variables nor to have strong parametric
assumptions.

The KAMILA clustering method is a blended version of the k -means algorithm and the
Gaussian-multinomial mixture models (Hunt and Jorgensen (2011)). A. Foss et al. (2016)
have then extended it to very large datasets (Chu et al. (2007), Wolfe, Haghighi, and Klein
(2008)). Like k -means, we do not need to make strong parametric assumptions about the
continuous variables by using KAMILA.

A. Foss et al. (2016) use the overlap in distributions concept to speak about how much the
clusters densities coming from a mixture distribution overlap. A. Foss et al. (2016) formalise
the overlap between two random variables by means of the equation (2.1), i.e.

∫
A1

f1(t)dt + a
∫

A2

f2(t)dt , (2.1)

where the integrals will be replaced by sums for the categorical variables and where

A1 = {x : f1(x) < f2(x)} and A2 = {x : f2(x) < f1(x)}. (2.2)

The first component of the equation (2.1) indicates the overlap area between the clusters
1 and 2, that is, the area under the PDF of cluster 1 over the region A1 where f1(x) < f2(x) and
the second component refers to the area under the PDF of cluster 2 over the region A2 where
f2(x) < f1(x). The overlap is 0 if the two clusters are completely separated and equal to 1 if
they come from the same distribution.
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Moreover, unlike k -means, KAMILA does not impose any assumptions about the weights
of the categorical and the continuous variables. With k -means, the trade-off in the choice of
weights for the dummy coding (either weights of 0− 1.00 or 0− 3.00 for example) constitutes
an important limitation. Namely, a high weight given to categorical variables with a low area
overlap in the categorical variables and a high area overlap in the continuous variables per-
forms well in the sense that the Adjusted Rand Index is higher than in the case when the area
overlap is high in the categorical variables and low in the continuous variables.

These results are reversed when the weight of the dummy coding is low (0− 1.00). This is
due to the fact that the contribution of the categorical variables is more important when higher
weights are given to them and when the overlap is lower, meaning that the clusters are well
separated.

As mentioned earlier, KAMILA overcomes the problem of assigning weights to the categor-
ical variables. The algorithm adaptively adjusts to each level of overlapping in the categorical
or in the continuous variables. Therefore, it performs better than the other algorithms in all
levels of overlapping.

Formal definition

In the following, we formally present the model and the algorithm developed by A. Foss et al.
(2016) 6. First, let us define some terms.

Let be V 1, V 2, ... , V N a random multivariate sample of size N such that V i = (Vi1, ... ,
Vip, ... , ViP)′ is a continuous random vector with V i ∼ fV (v ) =

∑G
g=1 πgh(v ;µg), where G is

the number of clusters in the mixture; µg is the P × 1 centroid of the g-th cluster of V i and
πg is the prior probability of drawing an observation from the g-th population; h is a spherical
density function. Then, let be W 1, W 2, ... , W N a random multivariate sample of size N of Q×1
discrete random vectors such that W i = (Wi1, ... , Wiq, ... , WiQ)′, Wiq ∈ {1, ... , Lq}. The vector
W i is a mixture of multinomial random variable, with W i ∼ fW (w ) =

∑G
g=1 πgΠq=1m(wq,θgq),

where m(w ,θ) denotes a multinomial probability mass function with parameter vector θ. It
is assumed that Wiq and Wiq′ are conditionally independent given membership ∀q ̸= q′. Fi-
nally, let X 1, ... , X i , ... , X N denotes the random sample with W i = (V ′

i , W ′
i )
′, V i conditionally

independent of W i , given population membership.

Let be µ̂(t)
g and θ̂(t)

gq, the state of µ̂g and θ̂gq at the t-th iteration of the algorithm. First,
A. Foss et al. (2016) propose to estimate the multivariate density function fV (v ) by a kernel
approach. In particular, they proof that

fV (v ) =
fR(r )Γ (p

2 + 1)
prp−1πp/2 ,

6The following definitions and equations are from A. Foss et al. (2016), p. 429-433.

© L. C. Lettry, Department of Informatics, University of Fribourg (Switzerland)

https://www.unifr.ch/inf/asam/fr/layal-lettry
https://www.unifr.ch/inf
https://www.unifr.ch


WP 35

where r =
√

v ′v , r ∈ [0,∞), V = (V1, ... , Vp)′ a random vector that follows a spherical sym-
metric distribution with centre at the origin. In the estimation of fV (v ), one has simply to
estimate the univariate density function fR(r ), which can be done by a traditional kernel ap-
proach.Consider furthermore the following quantities:

d (t)
ig =

√√√√ P∑
p=1

[ξp(vip − µ̂(t)
gp]2,

where ξp is an optional weight;

r (t)
i = min

g
(d (t)

ig );

f̂R(r )(t) =
1

Nδ(t)

N∑
l=1

K

(
r − r (t)

l
δ(t)

)
,

where K (·) is a kernel function and δ(t) is a bandwidth at iteration t ;

ln(c(t)
ig ) =

Q∑
q=1

ξq ln(m(wiq; θ̂(t)
gq),

where xiq is an optional weight.

In order to assign observation i to population g, we postulate the following objective func-
tion:

Hi (g)(t) = ln
(

f̂ (t)
V (d (t)

ig )
)

+ ln(c(t)
ig ).

Observation i is assigned to population g, if it maximises Hi (g)(t). At the end of the t-th
iteration, µ̂ and θ̂gq are updated. Let be Ω (t)

g the set of indices of observations assigned to
population g at iteration t . Then,

µ̂(t+1)
g =

1

| Ω (t)
g |

∑
i∈Ω (t)

g

v i .

θ̂(t+1)
gql =

1

| Ω (t)
g |

∑
i∈Ω (t)

g

1{wiq=l}.

Given an initialisation, the partition and estimation steps are repeated until convergence.
For each initialisation, we calculate

N∑
i=1

max
g

{
H (final)

i (g)
}

.

The partition that maximises the latter is the output result.
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2.1.3 Kamila Clustering Algorithm Formalisation

The algorithm 2.1 developed by A. Foss et al. (2016) shows the procedure to obtain a stable
solution for the estimates µ̂(t)

g , θ̂(t)
gq.

Algorithm 1: Kamila Clustering

1: for User-specified number of initialisations do
Initialise µ̂(0)

g , θ̂(0)
gq , ∀g, q

2: repeat
PARTITION STEP

3: d (t)
ig ← dist(vi , µ̂

(t)
g )

4: r (t)
i ← min

g
(d (t)

ig )

5: f̂ (t)
V ← RadialKDE(r(t))

6: c(t)
ig ← P̂r(w i | observation i ∈ population g)

7: H (t)
i (g)← ln

[
f̂ (t)
V

(
d (t)

ig

)]
+ ln

[
c(t)

ig

]
8: Assign observation i to population argmax

g
H (t)

i (g)

ESTIMATION STEP

9: Calculate µ̂(t+1)
g and θ̂(t+1)

gq

10: until Convergence

11: ObjectiveFun←
∑N

i=1 max
g

H (final)
i (g)

12: end for
Output partition that maximises ObjectiveFun.

Figure 2.1: Kamila Clustering Algorithm

2.1.4 Prediction strength algorithm

Several methods and criteria exist to determine the number of clusters. According to A. Foss et
al. (2016) (p. 432), they chose the prediction strength criterion (Tibshirani and Walther (2005))
because it is very flexible. It had been preferred over other methods like the gap statistic, the
BIC or the silhouette width (among others) because they would have required to be adapted
to the KAMILA method. The following definitions and variables are taken from Tibshirani and
Walther (2005), pp. 513 – 517.
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The prediction strength criterion allows to determine the optimal number of clusters k⋆

for a specific dataset. According to Tibshirani and Walther (2005), the best number of clus-
ter denoted by k⋆ yields a prediction strength (plus-minus the standard deviation) above the
threshold of 0.8 in order to get well separated clusters (i.e. not overlapping each other).

Let us define by Xtr and Xte a training data set respectively a test data set; C(Xtr , k ) denotes
a clustering with k clusters of the training data set; D [C(Xtr , k ), Xte]ii ′ is the ii ′-th element of
the square D matrix. D [C(Xtr , k ), Xte]ii ′ = 1 if the observations i and i ′ belong to the same
cluster and are therefore called « co-membership»(otherwise D [C(Xtr , k ), Xte]ii ′ = 0).

We rewrite the prediction strength criterion definition by Tibshirani and Walther (2005) (p.
514) in the expression (2.3), i.e.

ps(k ) = min
1≤j≤k

1
nkj (nkj − 1)

∑
i ̸=i ′∈Akj

D [C(Xtr , k ), Xte]ii ′ , (2.3)

where k denotes the number of clusters and Ak1, Ak2, ... , Akk are the indices of the test ob-
servations in clusters 1, 2, ... , k ; nk1, nk2, ... , nkk stand for the number of observations in these
clusters.

In a nutshell, with a number of clusters k as a candidate value, the prediction strength
calculation procedure occurs in three steps:

1. The test sample is grouped into k clusters;

2. The training sample is grouped into k clusters;

3. We compute, for each cluster, the proportion of the observations which are classified in
the same cluster as with the test sample but using the training set centroids.

If the true number of clusters k0 is known, that is k = k0, the prediction strength will be very
high as the training set clusters will predict very accurately the test set clusters.

Tibshirani and Walther (2005) use the minimum rather that the average in the equa-
tion (2.3) in order to take into account the case where k > k0, meaning that there are extra
clusters in the training sets, leading to a different clustering in the test set. As a consequence,
ps(k ) will be much smaller.

In practice, it is very difficult to consider the cluster of each observation. Therefore, only
the co-memberships of each observation in some cluster are considered in order to compare
the training set and the test set clusterings.

If there is no test sample, an r -fold cross-validation is used in order to estimate the predic-
tion strength (2.3), with the r -fold is used for the test set and the r − 1-folds constituting the
training set.
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It is also possible to estimate the prediction strength for single observations. Tibshirani
and Walther (2005) define the individual prediction strength as

ps(i , k ) =
1

|Ak (i)|
·
∑

i ′∈Ak (i)

1(D [C(Xtr , k ), Xte]ii ′ = 1), (2.4)

where « Ak (i) are the observations indices i ′ such that i ̸= i ′ and D [C(Xtr , k ), Xte]ii ′ = 1» with
|A| = card(A) being the cardinality of A.

2.2 Application in R

For applying the KAMILA clustering method to our Pension Register, we implemented the
package rrclust (Lettry (2021)) using some of the R packages coming from tidyverse and
thus applying the dplyr grammar (Wickham et al. (2021)). The global workflow of the rrclust
package is depicted in the figure 2.2. The green ellipses correspond to modules which are
functions accepting only a certain class of inputs, i.e. tibbles.

We will use this terminology to identify such data frames in the following sections. These
tibbles can enter the modules individually or in the form of lists of tibbles, i.e. «tidylists»,
containing the tibbles in a tidy form needed (or not) by the modules. Each module of this
workflow is presented in the appendix A.7.

The red rectangles give the name of the tibbles which either are inputs or outputs of the
modules 7. Therefore, they are the outputs of a transformation of the initial tibbles.

The blue rectangles depict the top level outputs, such as LOG indicating the run log with
the rrclust package version, the dplyr library version, the date and the time of the code
execution.

The arrows indicate the direction of the process. If there are two arrows between an
ellipse and a rectangle in both directions, this means that an input has been renamed espe-
cially for this module and is given back as an output. This is the case of FULL_CONT_DF and
FULL_CATEG_DF which are renamed tibbles of resp. CONT_DF and CATEG_DF and which contains
the outcome variables aadr and monthly_rent opposite to their siblings 8.

7Note that the initial tibble IND_YEARLY_RR is an extract of the Pension Register for the year 2020 (stored in
a .sas7bdat format and converted to a .rds file), saved in the form of a tidy data frame and exported as a .csv
file. All raw inputs must be exported into .csv files containing tidy data frames, such that they can be read by the
modules.

8This distinction is explained in the subsection 2.2.2 below.
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Figure 2.2: Workflow of the package rrclust

2.2.1 Preparation of the data

In a first step, we prepare the data by creating the tibble RR_OASI in the module mod_prepa_rr 9.
The initial extract of the Pension Register 2020, namely IND_YEARLY_RR, is treated by the
module mod_prepa_rr where the final variables’ names are defined and stored in RR_OASI (cf.
table 1.2).

Then, a training set and a validation set are produced in the module mod_tsvs 10. In
our case, the validation set is the same as the test set, since we do not perform any k -
fold cross-validation. The resulting tibbles, respectively RR_OASI_TS and RR_OASI_VS, contain
less observations than the initial RR_OASI in order to be able to run the KAMILA algorithm.

9Please consult the script B.3.
10Please consult the script B.4.
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Otherwise, the algorithm for finding the best number of clusters k⋆ cannot be executed due
to the too large dataset and the memory limit of R. Therefore, the training set RR_OASI_TS
contains 0.1% of the total number of observations, i.e. 2 688 607/1000 = 2688. This training
set contains already a sufficient number of observations in order to obtain good results.

The validation set contains the remaining observations, that is 2 685 919 individuals. How-
ever, the validation set will not be used as it is impossible to execute the algorithm in order to
find k⋆ with so many observations because of the too large time needed for the computation
and the memory limit. Therefore, once the k⋆ is found by using the training set, this parameter
will simply enter the final clustering algorithm applied to the whole initial dataset constituted by
the initial 2 688 607 observations. The tibbles RR_OASI, RR_OASI_TS and RR_OASI_VS are then
split into two subsets of categorical and continuous variables used in the algorithm execution.

2.2.2 Determination of k⋆

The subsets of the training set RR_OASI_TS, namely CATEG_DF_TS and CONT_DF_TS, are used to
find the parameter k⋆. The KAMILA algorithm is executed using CATEG_DF_TS and CONT_DF_TS
containing respectively the categorical variables listed in the table 2.1 and the continuous
variables in the table 2.2. The outcome variables aadr and monthly_rent are excluded from
the CONT_DF_TS as the determination of the best number of clusters must not depend on them.

The parameter k⋆ is computed by means of the function kamila belonging to the kamila
package 11. The necessary parameters to run this function are defined in the script B.7 as well
as in the parameters files C.1 and C.2. The k⋆ estimation occurs in the module modkstar 12.
The resulting k⋆ is represented in the figure 3.1.

Variable Definition Values

nat Nationality (dummy) 1 if foreign, 0 if Swiss;

resid Residence (dummy) 1 if foreign country, 0 if
Switzerland;

sex Sex (dummy) 1 if female, 0 if male;

marital_stat1 Marital status for divorced
(dummy)

1 if divorced, 0 otherwise;

marital_stat3 Marital status for married
(dummy)

1 if married, 0 otherwise;

marital_stat4 Marital status for widowed
(dummy)

1 if widowed, 0 otherwise;

benef_type1 Old-age (dummy) 1 if old-age, 0 otherwise.

Table 2.1: Definition of the used categorical variables

11Please consult the package documentation A. H. Foss and Markatou (2018b) and the CRAN reference man-
ual.

12Please consult the script B.7.

© L. C. Lettry, Department of Informatics, University of Fribourg (Switzerland)

https://cran.r-project.org/web/packages/kamila/kamila.pdf
https://cran.r-project.org/web/packages/kamila/kamila.pdf
https://www.unifr.ch/inf/asam/fr/layal-lettry
https://www.unifr.ch/inf
https://www.unifr.ch


WP 41

Variable Definition Values

age Age (numeric) {0, 1, ..., 98, 99};

age_retire Observed retirement age
(numeric)

{62, 63, ..., 69, 70}, NA for
survivor insurance
beneficiaries;

scale Factor relative to the
number of contribution
years to the OASI (numeric)

{1, 2, ..., 43, 44}.

Table 2.2: Definition of the used continuous variables

2.2.3 Splitting the Pension Register into k⋆ clusters

After having estimated the parameter k⋆ defining the best number of clusters according to the
procedure explained in the section 2.2.2 with the module written in the script B.7, the KAMILA
algorithm is then run with the newly estimated k⋆ in order to split the initial Pension Register
into this optimal number of clusters given by k⋆. This occurs as written in the script B.8.

This splitting procedure is applied to the initial tibbles CONT_DF and CATEG_DF which respec-
tively contain all continuous variables except for the outcome variables aadr and monthly_rent
and all categorical variables except for the nominal ones called marital_stat and benef_type.

The results of the clustering are summarised in the tibbles KM_RES, KM_RES_FINAL and
PLOTDATKAM. The FULL_CONT_DF and FULL_CCATEG_DF are the same tibbles as CONT_DF and
CATEG_DF except that they respectively contain the outcome variables aadr and monthly_rent
and the marital_stat and benef_type.
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Chapter 3

Results

In this chapter, we document our results and describe the composition of the clusters obtained
with our R package rrclust (Lettry (2021)).

3.1 Kamila estimated parameters

3.1.1 Best number of cluster k⋆

In order to find the best number of clusters and the best set of variables which allowed us to
get an optimally clustered Swiss Pension Register (CCO/FSIO), we ran the KAMILA algorithm
for several combinations of variables. We present the results in the table 3.1.

These sets of variables differ from each other in the way that some contain the original
nominal variables from the Swiss Pension Register (CCO/FSIO) and others the dummy vari-
ables which stem from the nominal ones. For example, the dummy variables marital_stat1,
marital_stat2, marital_stat3 and marital_stat4 are derived from the four categories of
the nominal variable marital_stat, as described in the table 1.1.

We then compared the log-likelihoods and the prediction strengths with a threshold set at
0.8 for all runs. We found that the best log-likelihood and the best prediction strength difference
are obtained with the combination of the variables highlighted in light blue in the first row of
the table 3.1. We presented these variables in the tables 2.1 and 2.2.

Thus, the optimal clustering is obtained with the set of variables highlighted in light blue in
the table table 3.1. We qualify it as optimal because it allows to get the maximal number of
clusters (5) with the best results in terms of two criteria, that is :

1. the sharp split in the prediction strength values between 5 and 6 clusters;

2. the highest log-likelihood value.

We tend to prefer a higher number of clusters in order to be able to better understand the
PR (CCO/FSIO) and to be sure not to forget any particularities of this dataset.
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The values of the prediction strength criterion presented in the table 3.1 are depicted by the
graph 3.1. For example, the value of the prediction strength criterion for the best combination
of variables (cf. row highlighted in light blue) is 0.8667 for k⋆ = 5 and 0.5029 for k = k⋆ + 1 =
5 + 1 = 6.

Thus, the difference of 0.3638 between these prediction strength values is the largest
(0.8667 − 0.5029 = 0.3638) among all combinations of variables between k⋆ and k = k⋆ + 1,
which means that the combination of variables shown in the highlighted row leads to well
separated clusters and to a very clear k⋆ value being 5.

This sharp split between k⋆ = 5 and k = k⋆ + 1 = 6 is clearly shown by the figure 3.1.

Figure 3.1: Prediction Strength Values for Determining the Optimal Number of Clusters k⋆

We thus selected the largest number of clusters whose prediction strength is above 0.8.
This threshold is estimated as sufficient for determining a reliable parameter k⋆, describing
the best number of clusters.
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46 CLUSTERING THE SWISS PR

3.1.2 Characteristics of the clusters

After having run the KAMILA clustering method on the whole Swiss Pension Register (CCO /
FSIO) using our best combination of variables (cf. section 3.1.1) as explanatory variables with
the parameter k⋆ = 5 according the explanations given in the section 2.2.3, we could produce
some tables to analyse the clusters features.

We thus construct the tables 3.2 and 3.3 based on the contingency table A.1. As the first
table describes the composition of each cluster, the second one documents which segment of
the population constitutes the major part of each cluster. The table 3.3 is mainly a summary of
the contingency table A.1 and gives a good overview of the main groups constituting the Swiss
Pension Register (CCO/FSIO) for the year 2020. The summary statistics of each cluster are
presented in the tables of the appendix A.7.

Cluster Sex Type of Benefit Marital Status Residence Nationality Particularities

1 All Old-age D/S/W All All None;

2 All Old-age M All All None;

3 All Other All Foreign Foreign Special
case;

4 All Old-age All Foreign Foreign None;

5 All Other All All All Special
case.

Source: Estimation based on the Swiss Pension Register (CCO/FSIO) for the year
2020 and on the clustering results obtained with k⋆ = 5. This table is based on the
contingency table A.1.

Table 3.2: Clusters Characteristics

We should note a first special case in the table 3.2 showing that the majority of the in-
dividuals in the cluster 3 has a foreign nationality and lives in a foreign country. However,
married individuals with the Swiss nationality in a foreign country (male or female) or living in
Switzerland with a foreign nationality (female) are also part of cluster 3.

Then, we should note a second special case in the table 3.2 because there are more
individuals who get a type of pension different from old-age in cluster 3 than in cluster 5 for
the following categories: Swiss married individuals living in a foreign country (male or female),
foreign married females living in Switzerland, and foreign individuals (male or female) living in
a foreign country.

The major part of the clusters can be easily summed up as there is a clear partition of
the observations according to the variables concerning the sex, the type of benefit, the
marital status, the nationality and the residence. However, the clusters 3 and 5 are
related to each other with respect to a particular marital status value, namely married, for
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which it is not clear which cluster it belongs to. They exclusively concern the individuals who
get a type of pension different from old-age among which Swiss married females and males
living in Switzerland take clearly part of the cluster 5, whereas the other married groups are
mixed up between cluster 3 and 5.

Therefore, it must be another variable which can explain this discrepancy, namely, the
continuous variable scale. The graphs A.30a and A.31a show a clear partition between both
clusters 3 and 5. As the female individuals who get a type of pension different from old-age
seem to be relatively well separated in two groups (cf. graph A.31a), the graph A.30a shows
that the number of divorced and married male individuals who get a type of pension different
from old-age is very low as only a few individuals appear to be in the respective divorced and
married categories. Therefore, the distribution of the male observations between the clusters
3 and 5 is very questionable for both of these marital status among the individuals who get a
type of pension different from old-age.

The table 3.3 is the most important result of our application of the KAMILA method on
the Swiss Pension Register (CCO/FSIO). It classifies the observations in the five clusters
found with the KAMILA clustering method. It gives the reverse view of the one given by the
table 3.2 and simplifies the results analysis. Moreover, the table 3.3 allows to consider the
Swiss Pension Register (CCO/FSIO) in terms of five groups constituting the OASI pensions.
As it would have been unreadable to classify the individuals according to the three other
continuous variables used to determine the k⋆ parameter — namely age_retire, scale and
age —, the table 3.3 summarises the result of the marginal sums relative to the categorical
variables listed in the table 2.1 according to the contingency table A.1.

Swiss Foreign

Switzerland Foreign Country Switzerland Foreign Country

D S M W D S M W D S M W D S M W

Female
Old-age C1 C1 C2 C1 C1 C1 C2 C1 C1 C1 C2 C1 C4 C4 C4 C4

Other C5 C5 C5 C5 C5 C5 C3 C5 C5 C5 C3 C5 C3 C3 C3 C3

Male
Old-age C1 C1 C2 C1 C1 C1 C2 C1 C1 C1 C2 C1 C4 C4 C4 C4

Other C5 C5 C5 C5 C5 C5 C3 C5 C5 C5 C5 C5 C3 C3 C3 C3

As only a few married male individuals who get a type of pension different from old-age
are observed in this category (2 only, cf. table A.1), it is hard to assess whether this group
is part of cluster 5 or cluster 3. The same prevails for the divorced ones, but as it seems
to be congruent with the female classification, we assume there is no exception for the
males.

Table 3.3: Clusters Distribution

Regarding the continuous variables presented in the table 2.2, the number of contribution
years to the OASI (represented by the variable scale) has a clear impact on the classification
of the observations into the clusters (cf. figures A.25, A.26, A.30, A.31). On the contrary,
the age and the age of effective retirement do not have any role to play in the repartition
of the observations in the clusters, as the individuals from all clusters are counted in all the
registered ages (cf. figures A.23, A.24, A.27, A.28, A.29, A.32). However, one can see thanks
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to the graph A.32 that the individuals belonging to the clusters 1 and 2 tend to have a higher
monthly pension amount than those in the cluster 4, for all retirement ages. More particularly,
the cluster 4 is constituted by old-age pensioners whose rent has a larger variance (

√
s2 =

430.957) than those from clusters 1 (
√

s2 = 352.59) and 2 (
√

s2 = 250.771). 1

As said earlier, according to the figures A.25, A.26, A.30 and A.31, the number of contri-
bution years to the OASI affects the clusters’ definition in the following sense:

• Clusters 3 and 5: as we could not clearly say with the help of the table A.1 how exactly
the individuals are distributed in the clusters 3 and 5, the scale variable helps to clarify
this point. The individuals who get a type of pension different from old-age belonging
to the cluster 3 tend to have paid the OASI contribution during less years than those
classified in the cluster 5. The threshold in the scale variable between the clusters 3
and 5 varies in function of the marital status, the nationality and the residence.

• Clusters 1, 2 and 4: in addition to the characterisation of these clusters in the table 3.3,
it is clear that the clusters 1 and 2 include the old-age pensioners whose number of
contribution years to the OASI is higher than those belonging to the cluster 4. The
threshold in the scale variable between the clusters 4 and 1 resp. 2 varies in function of
the marital status, the nationality and the residence.

3.2 Distribution of the AADR among the clusters

The graphs of the section A.3 show the distribution of the natural logarithm of the AADR
among the clusters and the categories of the variables from the table 2.2. The values of
the corresponding skewness and kurtosis for each of the whole clusters are presented in the
table 3.4

The figures 3.2, 3.3 and 3.4 show, respectively, the histograms, the density function and
the empirical cumulative distribution function of the natural logarithm of AADR and of the
monthly pension amount. Besides, the figure 3.5 presents the normal quantile-quantile plot of
the AADR standardised for range and of the monthly pension amount.

1The variance values are taken from the respective tables A.5 for the cluster 4, A.2 for the cluster 1 and A.3
for the cluster 2.
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Moment Cluster AADR (CHF) Monthly Pension Amount (CHF)

1 Skewness 1 37.30 -1.34
2 Skewness 2 51.13 -0.59
3 Skewness 3 84.20 1.41
4 Skewness 4 92.32 1.38
5 Skewness 5 44.07 -0.09
6 Kurtosis 1 5155.25 4.93
7 Kurtosis 2 7735.97 7.29
8 Kurtosis 3 9600.20 4.14
9 Kurtosis 4 22398.85 4.13
10 Kurtosis 5 3101.53 1.57

Table 3.4: Table of Moments pro Cluster

We can summarise the information given by these graphs and by the table 3.4 by the
following observations:

• The natural logarithm of the AADR tends to follow a right-skewed and peaky distribution
in all clusters. The distribution in the cluster 3 appears to be bimodal;

• The monthly pension amount tends to follow a left-skewed distribution for the clusters
1, 2 and 5 and a right-skewed distribution for the clusters 3 and 4. All clusters apart
from the cluster 5 have a high value for the kurtosis, meaning that they have a peaky
distribution. The cluster 5 have a kurtosis value equal to 1.57 and is thus flatter than
the other clusters’ distributions. We can notice that the clusters 2 and 5 have a bimodal
distribution;

• According to the normal quantile-quantile plots in the figure 3.5, the AADR (standardised
for range) follows a normal distribution apart from the deviating tail. For the monthly
pension amount, only its distribution in the cluster 1 appears to follow more or less a
normal distribution. The other clusters (2, 3, 4 and 5) have a distribution which extremely
differs from the normal one.
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(a) Frequency of the natural logarithm of AADR

(b) Frequency of the monthly pension amount

Figure 3.2: Histograms of the AADR and of the monthly pension amount
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(a) Density of the natural logarithm of AADR

(b) Density of the monthly pension amount

Figure 3.3: Density of the AADR and of the monthly pension amount
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(a) ECDF of the natural logarithm of AADR

(b) ECDF of the monthly pension amount

Figure 3.4: Empirical Cumulative Distribution Function of the AADR and of the monthly pension
amount
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(a) Normal Quantile-Quantile plot of the AADR

(b) Normal Quantile-Quantile plot of the monthly pension amount

Figure 3.5: Normal Quantile-Quantile plots of the AADR and of the monthly pension amount
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Conclusion

This working paper can be considered as a contribution to the application of the KAMILA
clustering method and to the global knowledge of the OASI register data.

This is the first time that such an instrument has been developed for the FSIO. It allows
classifying the observations of the Swiss Pension Register (CCO/FSIO) into groups according
to sociodemographic and economic characteristics. This has a practical interest since we can
now consider these data as 5 groups of individuals and better understand them.

These clusters can be compared to each other and viewed in a contingency table accord-
ing to the marital status, the nationality, the residence, the type of pension and the sex of the
OASI pensioners. The contingency table A.1 shows the number of individuals in each of the 5
clusters thanks to these categorical explanatory variables. The table 3.3 summaries the clas-
sification of the table A.1 in the sense that each cell only shows the cluster with the highest
number of occurences in each category.

Three other continuous explanatory variables have entered in the KAMILA algorithm in
order to determine the best number of clusters for this Swiss Pension Register (CCO/FSIO),
namely the scale (i.e. the number of years of contributions payments), the age and the retire-
ment age of the OASI pensioners. These variables cannot enter into the contingency table but
can be evaluated in the graphs of the appendices A.5 and A.6. For example for the male pen-
sioners in the graphs A.30a and A.30b, we can see a clear difference of the scale distribution
between the clusters while considering the monthly pension amount distribution.

The application of the KAMILA clustering method occured in the R package rrclust (Lettry
(2021)) which was written following the dplyr grammar and thus working with some of the R
packages coming from tidyverse. The workflow of this package described in the figure 2.2
reveals a flow of tidy data frames, namely tibbles, coming in and out of computational modules
as depicted by the blue and red rectangles as well as by the ellipses.

The final objective of this working paper was to characterise the distributions of the Annual
Average Determinant Revenue and of the OASI monthly pension amount among the clus-
ters. These distributions have been drawn in the section 3.2. According to these graphs, we
drew some conclusions about the shape of the curves which we described according to the
skewness and kurtosis as well as by means of normal quantile-quantile plots.
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This appendix contains graphs, histograms, descriptive statistics as well as summary
statistics for each cluster separately.

A.1 OASI monthly pension amount in function to AADR (pension
system 2021)

Figure A.6: OASI monthly pension amount in function to AADR for a minimal pension amount of 1195
CHF in effect in the year 2021

A.2 Descriptive Statistics

A.2.1 Cluster 1
1_aadr

n missing distinct Info Mean Gmd .05 .10 .25 .50 .75 .90 .95
754445 0 569 1 63953 29583 28440 35550 46926 58302 73944 93852 110916

lowest : 0 1422 2844 4266 5688, highest: 4034214 4322880 4991220 5188878 8708328
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1_age_retire

n missing distinct Info Mean Gmd
754445 0 9 0.733 64.17 0.6803

lowest : 62 63 64 65 66, highest: 66 67 68 69 70

Value 62 63 64 65 66 67 68 69 70
Frequency 26575 43257 473485 204475 2811 1291 683 1113 755
Proportion 0.035 0.057 0.628 0.271 0.004 0.002 0.001 0.001 0.001

1_age

n missing distinct Info Mean Gmd .05 .10 .25 .50 .75 .90 .95
754445 0 38 0.999 76.93 9.825 65 66 70 76 83 89 92

lowest : 62 63 64 65 66, highest: 95 96 97 98 99

1_benef_type

n missing distinct Info Mean Gmd
754445 0 1 0 1 0

Value 1
Frequency 754445
Proportion 1

1_marital_stat

n missing distinct Info Mean Gmd
754445 0 3 0.843 2.61 1.451

Value 1 2 4
Frequency 261651 131727 361067
Proportion 0.347 0.175 0.479

1_monthly_pension

n missing distinct Info Mean Gmd .05 .10 .25 .50 .75 .90 .95
754445 0 2745 0.983 2057 368.3 1316 1580 1891 2155 2370 2370 2370

lowest : 279 302 303 310 318, highest: 3428 3460 3464 3618 3635

1_nat

n missing distinct Info Sum Mean Gmd
754445 0 2 0.267 74389 0.0986 0.1778

1_resid

n missing distinct Info Sum Mean Gmd
754445 0 2 0.191 51463 0.06821 0.1271
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1_scale

n missing distinct Info Mean Gmd .05 .10 .25 .50 .75 .90 .95
754445 0 33 0.474 42.44 2.789 33 38 44 44 44 44 44

lowest : 12 13 14 15 16, highest: 40 41 42 43 44

1_sex

n missing distinct Info Sum Mean Gmd
754445 0 2 0.638 523153 0.6934 0.4252

A.2.2 Cluster 2

2_aadr

n missing distinct Info Mean Gmd .05 .10 .25 .50 .75 .90 .95
992117 0 741 1 69099 31616 34128 41238 49770 61146 78210 100962 122292

lowest : 0 1422 2844 4266 5688, highest: 7043166 7392978 7546554 7626186 11970396

2_age_retire

n missing distinct Info Mean Gmd
992117 0 9 0.818 64.39 0.8001

lowest : 62 63 64 65 66, highest: 66 67 68 69 70

Value 62 63 64 65 66 67 68 69 70
Frequency 36262 61822 396197 486671 5025 2173 1161 1169 1637
Proportion 0.037 0.062 0.399 0.491 0.005 0.002 0.001 0.001 0.002

2_age

n missing distinct Info Mean Gmd .05 .10 .25 .50 .75 .90 .95
992117 0 38 0.998 73.67 7.558 65 66 68 73 78 83 86

lowest : 62 63 64 65 66, highest: 95 96 97 98 99

2_benef_type

n missing distinct Info Mean Gmd
992117 0 1 0 1 0

Value 1
Frequency 992117
Proportion 1
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2_marital_stat

n missing distinct Info Mean Gmd
992117 0 1 0 3 0

Value 3
Frequency 992117
Proportion 1

2_monthly_pension

n missing distinct Info Mean Gmd .05 .10 .25 .50 .75 .90 .95
992117 0 2485 0.997 1744 237.7 1289 1493 1685 1778 1799 1953 2237

lowest : 303 311 321 326 327, highest: 3525 3550 3658 3677 3678

2_nat

n missing distinct Info Sum Mean Gmd
992117 0 2 0.304 113512 0.1144 0.2026

2_resid

n missing distinct Info Sum Mean Gmd
992117 0 2 0.191 67781 0.06832 0.1273

2_scale

n missing distinct Info Mean Gmd .05 .10 .25 .50 .75 .90 .95
992117 0 32 0.482 42.44 2.766 32 38 44 44 44 44 44

lowest : 13 14 15 16 17, highest: 40 41 42 43 44

2_sex

n missing distinct Info Sum Mean Gmd
992117 0 2 0.745 455442 0.4591 0.4966

A.2.3 Cluster 3
3_aadr

n missing distinct Info Mean Gmd .05 .10 .25 .50 .75 .90 .95
138843 0 448 1 50898 41431 12798 14220 19908 41238 66834 89586 110916

lowest : 0 1422 2844 4266 5688, highest: 2077542 2562444 6633630 10640826 11636226

3_age_retire

n missing distinct Info Mean Gmd
138843 0 1 0 -99999 0

Value -99999
Frequency 138843
Proportion 1
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3_age

n missing distinct Info Mean Gmd .05 .10 .25 .50 .75 .90 .95
138843 0 100 0.999 68.84 17.43 18 49 65 74 80 83 85

lowest : 0 1 2 3 4, highest: 95 96 97 98 99

3_benef_type

n missing distinct Info Mean Gmd
138843 0 7 0.531 2.814 1.323

lowest : 2 3 4 5 6, highest: 4 5 6 7 8

Value 2 3 4 5 6 7 8
Frequency 107627 5152 994 7 19675 5140 248
Proportion 0.775 0.037 0.007 0.000 0.142 0.037 0.002

3_marital_stat

n missing distinct Info Mean Gmd
138843 0 4 0.57 3.624 0.606

Value 1 2 3 4
Frequency 3162 11535 19620 104526
Proportion 0.023 0.083 0.141 0.753

3_monthly_pension

n missing distinct Info Mean Gmd .05 .10 .25 .50 .75 .90 .95
138843 0 1330 1 324.3 372.5 16 22 49 165 474 914 1163

lowest : 7 8 9 10 11, highest: 1582 1594 1740 1795 1969

3_nat

n missing distinct Info Sum Mean Gmd
138843 0 2 0.117 133215 0.9595 0.07778

3_resid

n missing distinct Info Sum Mean Gmd
138843 0 2 0.09 134520 0.9689 0.06033

3_scale

n missing distinct Info Mean Gmd .05 .10 .25 .50 .75 .90 .95
138843 0 38 0.994 9.936 9.84 1 1 2 7 15 25 30

lowest : 0 1 2 3 4, highest: 33 34 35 36 37

3_sex

n missing distinct Info Sum Mean Gmd
138843 0 2 0.122 132944 0.9575 0.08136
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A.2.4 Cluster 4

4_aadr

n missing distinct Info Mean Gmd .05 .10 .25 .50 .75 .90 .95
692197 0 760 1 43720 32781 11376 14220 21330 35550 54036 75366 93852

lowest : 0 1422 2844 4266 5688, highest: 5825934 6504228 10640826 14787378 17647020

4_age_retire

n missing distinct Info Mean Gmd
692197 0 9 0.805 64.39 0.7098

lowest : 62 63 64 65 66, highest: 66 67 68 69 70

Value 62 63 64 65 66 67 68 69 70
Frequency 17025 38579 299035 335411 1003 362 185 288 309
Proportion 0.025 0.056 0.432 0.485 0.001 0.001 0.000 0.000 0.000

4_age

n missing distinct Info Mean Gmd .05 .10 .25 .50 .75 .90 .95
692197 0 38 0.998 75.35 8.024 65 66 70 75 80 85 88

lowest : 62 63 64 65 66, highest: 95 96 97 98 99

4_benef_type

n missing distinct Info Mean Gmd
692197 0 1 0 1 0

Value 1
Frequency 692197
Proportion 1

4_marital_stat

n missing distinct Info Mean Gmd
692197 0 4 0.701 2.94 0.724

Value 1 2 3 4
Frequency 62922 42842 459310 127123
Proportion 0.091 0.062 0.664 0.184

4_monthly_pension

n missing distinct Info Mean Gmd .05 .10 .25 .50 .75 .90 .95
692197 0 1974 1 415.9 443.6 30 54 87 238 608 1107 1382

lowest : 23 24 25 26 27, highest: 2399 2467 2475 2543 2558

4_nat

n missing distinct Info Sum Mean Gmd
692197 0 2 0.203 641753 0.9271 0.1351
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4_resid

n missing distinct Info Sum Mean Gmd
692197 0 2 0.132 660245 0.9538 0.08806

4_scale

n missing distinct Info Mean Gmd .05 .10 .25 .50 .75 .90 .95
692197 0 39 0.994 9.827 9.643 1 2 3 6 14 25 30

lowest : 0 1 2 3 4, highest: 34 35 36 37 38

4_sex

n missing distinct Info Sum Mean Gmd
692197 0 2 0.746 320938 0.4637 0.4974

A.2.5 Cluster 5
5_aadr

n missing distinct Info Mean Gmd .05 .10 .25 .50 .75 .90 .95
111005 0 482 1 81124 44370 29862 38394 55458 72522 92430 120870 149310

lowest : 0 1422 2844 4266 5688, highest: 5496030 5655294 5682312 7306236 8190720

5_age_retire

n missing distinct Info Mean Gmd
111005 0 1 0 -99999 0

Value -99999
Frequency 111005
Proportion 1

5_age

n missing distinct Info Mean Gmd .05 .10 .25 .50 .75 .90 .95
111005 0 100 0.999 42.48 27.14 10 13 18 51 62 74 80

lowest : 0 1 2 3 4, highest: 95 96 97 98 99

5_benef_type

n missing distinct Info Mean Gmd
111005 0 7 0.812 3.368 1.923

lowest : 2 3 4 5 6, highest: 4 5 6 7 8

Value 2 3 4 5 6 7 8
Frequency 62127 18679 5931 25 1310 21609 1324
Proportion 0.560 0.168 0.053 0.000 0.012 0.195 0.012
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5_marital_stat

n missing distinct Info Mean Gmd
111005 0 4 0.807 2.907 1.138

Value 1 2 3 4
Frequency 8301 47545 1313 53846
Proportion 0.075 0.428 0.012 0.485

5_monthly_pension

n missing distinct Info Mean Gmd .05 .10 .25 .50 .75 .90 .95
111005 0 1713 0.997 1237 582.3 462 582 791 1255 1744 1896 1896

lowest : 129 140 143 144 146, highest: 2654 2672 2675 2804 2816

5_nat

n missing distinct Info Sum Mean Gmd
111005 0 2 0.557 27340 0.2463 0.3713

5_resid

n missing distinct Info Sum Mean Gmd
111005 0 2 0.529 25391 0.2287 0.3528

5_scale

n missing distinct Info Mean Gmd .05 .10 .25 .50 .75 .90 .95
111005 0 34 0.717 40.65 5.33 26 31 40 44 44 44 44

lowest : 11 12 13 14 15, highest: 40 41 42 43 44

5_sex

n missing distinct Info Sum Mean Gmd
111005 0 2 0.527 85798 0.7729 0.351
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A.3 Histograms

A.3.1 Female old-age pensioners

Figure A.7: Histogram for divorced female old-age pensioners

Figure A.8: Histogram for married female old-age pensioners
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Figure A.9: Histogram for single female old-age pensioners

Figure A.10: Histogram for widowed female old-age pensioners
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A.3.2 Other types of OASI female pensioners

Figure A.11: Histogram for divorced female pensioners getting another type of OASI pension

Figure A.12: Histogram for married female pensioners getting another type of OASI pension
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Figure A.13: Histogram for single female pensioners getting another type of OASI pension

Figure A.14: Histogram for widowed female pensioners getting another type of OASI pension
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A.3.3 Male old-age pensioners

Figure A.15: Histogram for divorced male old-age pensioners

Figure A.16: Histogram for married male old-age pensioners
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Figure A.17: Histogram for single male old-age pensioners

Figure A.18: Histogram for widowed male old-age pensioners
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A.3.4 Other types of OASI male pensioners

Figure A.19: Histogram for divorced male pensioners getting another type of OASI pension

Figure A.20: Histogram for married male pensioners getting another type of OASI pension
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WP 73

Figure A.21: Histogram for single male pensioners getting another type of OASI pension

Figure A.22: Histogram for widowed male pensioners getting another type of OASI pension
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A.4 Clusters Contingency Table
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80 CLUSTERING THE SWISS PR

A.5 Clusters Scatterplots of the AADR
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WP 81

(a) Males getting a type of pension different from old-age: AADR distribution

(b) Male Old-age insurance AADR distribution

Figure A.23: Male AADR distribution according to the age
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82 CLUSTERING THE SWISS PR

(a) Female getting a type of pension different from old-age: AADR distribution

(b) Female Old-age insurance AADR distribution

Figure A.24: Female AADR distribution according to the age
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WP 83

(a) Males getting a type of pension different from old-age: AADR distribution

(b) Male Old-age insurance AADR distribution

Figure A.25: Male AADR distribution according to the scale
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84 CLUSTERING THE SWISS PR

(a) Females getting a type of pension different from old-age: AADR distribution

(b) Female Old-age insurance AADR distribution

Figure A.26: Female AADR distribution according to the scale
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WP 85

(a) Male Old-age insurance AADR distribution

(b) Female Old-age insurance AADR distribution

Figure A.27: Male and Female AADR distribution according to the age of retirement
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A.6 Clusters Scatterplots of the monthly pension amount
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WP 87

(a) Males getting a type of pension different from old-age: monthly pension amount distribution

(b) Male Old-age insurance monthly pension amount distribution

Figure A.28: Male monthly pension amount distribution according to the age
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88 CLUSTERING THE SWISS PR

(a) Females getting a type of pension different from old-age: insurance monthly pension amount distribution

(b) Female Old-age insurance monthly pension amount distribution

Figure A.29: Female monthly pension amount distribution according to the age
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WP 89

(a) Males getting a type of pension different from old-age: insurance monthly pension amount distribution

(b) Male Old-age insurance monthly pension amount distribution

Figure A.30: Male monthly pension amount distribution according to the scale
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(a) Females getting a type of pension different from old-age: monthly pension amount distribution

(b) Female Old-age insurance monthly pension amount distribution

Figure A.31: Female monthly pension amount distribution according to the scale
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WP 91

(a) Male Old-age insurance monthly pension amount distribution

(b) Female Old-age insurance monthly pension amount distribution

Figure A.32: Male and Female monthly pension amount distribution according to the age of retirement
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A.7 Clusters Summary Statistics

Variable N Mean Std. Dev. Min Pctl. 25 Pctl. 75 Max
year 754445 2020 0 2020 2020 2020 2020
age 754445 76.927 8.601 62 70 83 99
sex 754445 0.693 0.461 0 0 1 1
nat 754445 0.099 0.298 0 0 0 1
resid 754445 0.068 0.252 0 0 0 1
aadr 754445 63953.25 38834.003 0 46926 73944 8708328
monthly_pension 754445 2056.64 352.59 279 1891 2370 3635
capping 754445 0 0 0 0 0 0
contrib_m_ind 754445 468.245 87.488 12 456 516 540
contrib_y_ageclass 754445 40.773 5.691 1 41 44 45
splitting 754445 0.643 0.479 0 0 1 1
bonus_m_edu 754445 72.428 70.755 0 0 126 504
bonus_m_assist 754445 0.151 3.255 0 0 0 264
benef_type 754445 1 0 1 1 1 1
marital_stat 754445 2.61 1.374 1 1 4 4
scale 754445 42.436 4.307 12 44 44 44
marital_stat1 754445 0.347 0.476 0 0 1 1
marital_stat2 754445 0.175 0.38 0 0 0 1
marital_stat3 754445 0 0 0 0 0 0
marital_stat4 754445 0.479 0.5 0 0 1 1
benef_type1 754445 1 0 1 1 1 1
benef_type2 754445 0 0 0 0 0 0
benef_type3 754445 0 0 0 0 0 0
benef_type4 754445 0 0 0 0 0 0
benef_type5 754445 0 0 0 0 0 0
benef_type6 754445 0 0 0 0 0 0
benef_type7 754445 0 0 0 0 0 0
benef_type8 754445 0 0 0 0 0 0
cluster_id 754445 1 0 1 1 1 1

Table A.2: Summary Statistics of the Clustered Pension Register, Cluster 1
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Variable N Mean Std. Dev. Min Pctl. 25 Pctl. 75 Max
year 992117 2020 0 2020 2020 2020 2020
age 992117 73.674 6.717 62 68 78 99
sex 992117 0.459 0.498 0 0 1 1
nat 992117 0.114 0.318 0 0 0 1
resid 992117 0.068 0.252 0 0 0 1
aadr 992117 69099.476 48051.206 0 49770 78210 11970396
monthly_pension 992117 1743.642 250.771 303 1685 1799 3678
capping 992117 0.759 0.428 0 1 1 1
contrib_m_ind 992117 489.285 67.194 12 492 528 540
contrib_y_ageclass 992117 42.341 3.788 1 43 44 45
splitting 992117 0.798 0.401 0 1 1 1
bonus_m_edu 992117 102.559 52.113 0 96 126 468
bonus_m_assist 992117 0.122 2.686 0 0 0 198
benef_type 992117 1 0 1 1 1 1
marital_stat 992117 3 0 3 3 3 3
scale 992117 42.442 4.205 13 44 44 44
marital_stat1 992117 0 0 0 0 0 0
marital_stat2 992117 0 0 0 0 0 0
marital_stat3 992117 1 0 1 1 1 1
marital_stat4 992117 0 0 0 0 0 0
benef_type1 992117 1 0 1 1 1 1
benef_type2 992117 0 0 0 0 0 0
benef_type3 992117 0 0 0 0 0 0
benef_type4 992117 0 0 0 0 0 0
benef_type5 992117 0 0 0 0 0 0
benef_type6 992117 0 0 0 0 0 0
benef_type7 992117 0 0 0 0 0 0
benef_type8 992117 0 0 0 0 0 0
cluster_id 992117 2 0 2 2 2 2

Table A.3: Summary Statistics of the Clustered Pension Register, Cluster 2
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Variable N Mean Std. Dev. Min Pctl. 25 Pctl. 75 Max
year 138843 2020 0 2020 2020 2020 2020
age 138843 68.836 18.228 0 65 80 99
sex 138843 0.958 0.202 0 1 1 1
nat 138843 0.959 0.197 0 1 1 1
resid 138843 0.969 0.174 0 1 1 1
aadr 138843 50898.317 95724.49 0 19908 66834 11636226
monthly_pension 138843 324.314 365.315 7 49 474 1969
capping 138843 0.001 0.026 0 0 0 1
contrib_m_ind 138843 97.544 91.727 0 27 140 540
contrib_y_ageclass 138843 37.736 9.003 0 33 44 45
splitting 138843 0.051 0.221 0 0 0 1
bonus_m_edu 138843 26.87 51.354 0 0 30 420
bonus_m_assist 138843 0.008 0.706 0 0 0 132
benef_type 138843 2.814 1.631 2 2 2 8
marital_stat 138843 3.624 0.733 1 4 4 4
scale 138843 9.936 9.203 0 2 15 37
marital_stat1 138843 0.023 0.149 0 0 0 1
marital_stat2 138843 0.083 0.276 0 0 0 1
marital_stat3 138843 0.141 0.348 0 0 0 1
marital_stat4 138843 0.753 0.431 0 1 1 1
benef_type1 138843 0 0 0 0 0 0
benef_type2 138843 0.775 0.417 0 1 1 1
benef_type3 138843 0.037 0.189 0 0 0 1
benef_type4 138843 0.007 0.084 0 0 0 1
benef_type5 138843 0 0.007 0 0 0 1
benef_type6 138843 0.142 0.349 0 0 0 1
benef_type7 138843 0.037 0.189 0 0 0 1
benef_type8 138843 0.002 0.042 0 0 0 1
cluster_id 138843 3 0 3 3 3 3

Table A.4: Summary Statistics of the Clustered Pension Register, Cluster 3
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Variable N Mean Std. Dev. Min Pctl. 25 Pctl. 75 Max
year 692197 2020 0 2020 2020 2020 2020
age 692197 75.352 7.088 62 70 80 99
sex 692197 0.464 0.499 0 0 1 1
nat 692197 0.927 0.26 0 1 1 1
resid 692197 0.954 0.21 0 1 1 1
aadr 692197 43720.467 56908.96 0 21330 54036 17647020
monthly_pension 692197 415.896 430.957 23 87 608 2558
capping 692197 0.089 0.285 0 0 0 1
contrib_m_ind 692197 112.388 104.372 0 30 164 528
contrib_y_ageclass 692197 42.403 3.53 0 42 44 45
splitting 692197 0.41 0.492 0 0 1 1
bonus_m_edu 692197 25.209 46.073 0 0 36 420
bonus_m_assist 692197 0.008 0.776 0 0 0 144
benef_type 692197 1 0 1 1 1 1
marital_stat 692197 2.94 0.778 1 3 3 4
scale 692197 9.827 9.145 0 3 14 38
marital_stat1 692197 0.091 0.287 0 0 0 1
marital_stat2 692197 0.062 0.241 0 0 0 1
marital_stat3 692197 0.664 0.472 0 0 1 1
marital_stat4 692197 0.184 0.387 0 0 0 1
benef_type1 692197 1 0 1 1 1 1
benef_type2 692197 0 0 0 0 0 0
benef_type3 692197 0 0 0 0 0 0
benef_type4 692197 0 0 0 0 0 0
benef_type5 692197 0 0 0 0 0 0
benef_type6 692197 0 0 0 0 0 0
benef_type7 692197 0 0 0 0 0 0
benef_type8 692197 0 0 0 0 0 0
cluster_id 692197 4 0 4 4 4 4

Table A.5: Summary Statistics of the Clustered Pension Register, Cluster 4
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Variable N Mean Std. Dev. Min Pctl. 25 Pctl. 75 Max
year 111005 2020 0 2020 2020 2020 2020
age 111005 42.484 24.048 0 18 62 99
sex 111005 0.773 0.419 0 1 1 1
nat 111005 0.246 0.431 0 0 0 1
resid 111005 0.229 0.42 0 0 0 1
aadr 111005 81124.379 86512.036 0 55458 92430 8190720
monthly_pension 111005 1236.74 511.661 129 791 1744 2816
capping 111005 0.019 0.136 0 0 0 1
contrib_m_ind 111005 354.089 133.756 12 252 480 540
contrib_y_ageclass 111005 32.191 11.069 1 24 44 45
splitting 111005 0.33 0.47 0 0 1 1
bonus_m_edu 111005 78.731 66.195 0 12 120 468
bonus_m_assist 111005 0.023 1.368 0 0 0 156
benef_type 111005 3.368 1.999 2 2 4 8
marital_stat 111005 2.907 1.097 1 2 4 4
scale 111005 40.646 6.23 11 40 44 44
marital_stat1 111005 0.075 0.263 0 0 0 1
marital_stat2 111005 0.428 0.495 0 0 1 1
marital_stat3 111005 0.012 0.108 0 0 0 1
marital_stat4 111005 0.485 0.5 0 0 1 1
benef_type1 111005 0 0 0 0 0 0
benef_type2 111005 0.56 0.496 0 0 1 1
benef_type3 111005 0.168 0.374 0 0 0 1
benef_type4 111005 0.053 0.225 0 0 0 1
benef_type5 111005 0 0.015 0 0 0 1
benef_type6 111005 0.012 0.108 0 0 0 1
benef_type7 111005 0.195 0.396 0 0 0 1
benef_type8 111005 0.012 0.109 0 0 0 1
cluster_id 111005 5 0 5 5 5 5

Table A.6: Summary Statistics of the Clustered Pension Register, Cluster 5
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This appendix presents the most important wrappers and modules used in the package
rrclust (Lettry 2021).
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1 #’ @title Wrapper to execute the Kamila algorithm.
2 #’
3 #’ @description Simple function which executes the computations

needed for the
4 #’ Kamila algorithm.
5 #’
6 #’ @param tl_inp tidylist of inputs
7 #’
8 #’ @return a ‘tidylist ‘ containing the following tidylists:
9 #’ - ‘tl_computation_kamila ‘

10 #’
11 #’ @export
12 #’
13 # Last change: 2021 -06 -17 / Llc

15 wrap_kamila_ ← function(tl_inp_kamila) {

17 # Dataset preparation
18 tl_prepadata ← wrap_prepadata(tl_inp = tl_inp_kamila)

20 # Main computation
21 tl_computation_kamila ← wrap_computation_kamila(
22 tl_inp = tl_inp_kamila ,
23 tl_prepadata = tl_prepadata
24 )

26 # Output
27 tl_computation_kamila
28 }

31 #’ @title wrap_kamila (memoised)
32 #’ @export
33 wrap_kamila ← memoise :: memoise(wrap_kamila_)

Script B.1: Wrapper for the data preparation and the Kamila algorithm execution
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1 #’ @title Wrapper for the preparation of the data
2 #’
3 #’ @description This wrapper contains all the necessary modules

which allow to
4 #’ prepare the data.
5 #’
6 #’ @param tl_inp List of input data frames.
7 #’
8 #’ @return a ‘tidylist ‘ containing the following tidylists:
9 #’ - ‘tl_prepa_rr‘

10 #’
11 #’ @author [Layal Christine Lettry ]( mailto:layalchristine.

lettry@unifr.ch)
12 #’
13 #’ @export

15 # Last change: 2021 -02 -25 / Llc

18 wrap_prepadata_ ← function(tl_inp) {

20 # Register of rents

22 tl_prepa_rr ← mod_prepa_rr(
23 IND_YEARLY_RR = tl_inp$IND_YEARLY_RR
24 )

26 # Training and validation sets

28 tl_mod_tsvs ← mod_tsvs(
29 RR_OASI = tl_prepa_rr$RR_OASI ,
30 PARAM_GLOBAL = tl_inp$PARAM_GLOBAL
31 )

33 # Full datasets , training and validation sets of categorical
and continuous

34 # variables

36 tl_mod_catcontvar ← mod_catcontvar(
37 RR_OASI = tl_prepa_rr$RR_OASI ,
38 RR_OASI_TS = tl_mod_tsvs$RR_OASI_TS,
39 RR_OASI_VS = tl_mod_tsvs$RR_OASI_VS,
40 PARAM_GLOBAL = tl_inp$PARAM_GLOBAL
41 )
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43 # Output
44 c(tl_mod_catcontvar)
45 }

48 #’ @title wrap_prepadata (memoised)
49 #’ @export
50 wrap_prepadata ← memoise :: memoise(wrap_prepadata_)

Script B.2: Wrapper for the preparation of the data

© L. C. Lettry, Department of Informatics, University of Fribourg (Switzerland)

https://www.unifr.ch/inf/asam/fr/layal-lettry
https://www.unifr.ch/inf
https://www.unifr.ch


102 CLUSTERING THE SWISS PR

1 #’ @title Preparation of the register of rents data.
2 #’
3 #’ @description Prepares the variables of the register of rents

.
4 #’
5 #’ @param IND_YEARLY_RR a data frame containing the data of the

register of rents
6 #’ subsetted for one year only.
7 #’
8 #’ @param list List of input data frames.
9 #’

10 #’ @return a ‘tidylist ‘ containing the following tidy data
frames:

11 #’ - ‘RR_OASI ‘ : contains all the beneficiaries of the OASI.
12 #’
13 #’ @author [Layal Christine Lettry ]( mailto:layalchristine.

lettry@unifr.ch)
14 #’
15 #’ @export

17 # - ‘Last change ‘: 2021 -09 -02 / Llc

19 mod_prepa_rr ← function(IND_YEARLY_RR,
20 list = NULL) {
21 mod_init()

23 # --- Recoding and renaming the variables
------------------------------------

24 RR_OASI1 ← if ("lbedu" %in% names(IND_YEARLY_RR)) {
25 IND_YEARLY_RR %>%
26 dplyr:: rename(
27 "aadr" = ram ,
28 "monthly_pension" = monatliche_rente ,
29 "age" = alt ,
30 "year" = jahr ,
31 "resid" = dom ,
32 "contrib_m_ind" = lcot ,
33 "contrib_y_ageclass" = lcotg ,
34 "splitting" = csplit ,
35 "bonus_m_edu" = lbedu ,
36 "bonus_m_assist" = lbass ,
37 "capping" = cplaf
38 ) %>%
39 mutate(
40 # Recode contrib_m_ind for NA values
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41 contrib_m_ind = case_when(
42 is.na(contrib_m_ind) ∼ as.double (-0),
43 TRUE ∼ as.double(contrib_m_ind)
44 ),
45 # Recode contrib_y_ageclass for NA values
46 contrib_y_ageclass = case_when(
47 is.na(contrib_y_ageclass) ∼ as.double (-0),
48 TRUE ∼ as.double(contrib_y_ageclass)
49 ),
50 # Recode splitting for NA values
51 splitting = case_when(
52 is.na(splitting) ∼ as.double (-0),
53 TRUE ∼ as.double(splitting)
54 ),
55 # Recode bonus_m_edu for NA values
56 bonus_m_edu = case_when(
57 is.na(bonus_m_edu) ∼ as.double (-0),
58 TRUE ∼ as.double(bonus_m_edu)
59 ),

61 # Recode bonus_m_assist for NA values
62 bonus_m_assist = case_when(
63 is.na(bonus_m_assist) ∼ as.double (-0),
64 TRUE ∼ as.double(bonus_m_assist)
65 )
66 )
67 } else {
68 IND_YEARLY_RR %>%
69 dplyr:: rename(
70 "aadr" = ram ,
71 "monthly_pension" = monatliche_rente ,
72 "age" = alt ,
73 "year" = jahr ,
74 "resid" = dom
75 )
76 }

79 # Rename the realizations of the variables
80 RR_OASI2 ← RR_OASI1 %>%
81 mutate(
82 benef_type = dplyr:: recode(gpr ,
83 "rvieillesse_simple" = 1, # "Old -age"
84 "rveuve" = 2, # "Widow"
85 "rorphelin_pere_simple" = 3, # "Father ’s orphan"
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86 "rorphelin_mere_simple" = 4, # "Mother ’s orphan"
87 "rorphelin_double" = 5, # "Twice orphan",
88 "rcompl_femme" = 6, # "Spouse ’s compl.",
89 "renfant_pere_simple" = 7, # "Father ’s child rent"
90 "renfant_mere_simple" = 8 # "Mother ’s child rent"
91 ),
92 sex = dplyr:: recode(sex ,
93 "f" = 1, # "Woman"
94 "m" = 0 # "Man"
95 ),
96 nat = dplyr:: recode(nat ,
97 "au" = 1, # "Foreign",
98 "ch" = 0 # "Swiss"
99 ),

100 resid = dplyr:: recode(resid ,
101 "au" = 1, # "Foreign",
102 "ch" = 0, # "Swiss"
103 ),
104 marital_stat = dplyr:: recode(zv,
105 "geschieden" = 1, # "Divorced",
106 "ledig" = 2, # "Single",
107 "verheiratet" = 3, # "Married",
108 "verwitwet" = 4 # "Widowed"
109 ),
110 # Mutate the total years of contribution
111 scale = round(eprc * 44, 0),
112 ) %>%
113 # Transform character variables to factors
114 mutate_if(sapply(., is.character), as.factor) %>%
115 mutate(
116 # Dummy variables for each marital status
117 marital_stat1 = case_when(marital_stat == 1 ∼ 1, TRUE ∼

0),
118 marital_stat2 = case_when(marital_stat == 2 ∼ 1, TRUE ∼

0),
119 marital_stat3 = case_when(marital_stat == 3 ∼ 1, TRUE ∼

0),
120 marital_stat4 = case_when(marital_stat == 4 ∼ 1, TRUE ∼

0),

122 # Dummy variables for each benefit type
123 benef_type1 = case_when(benef_type == 1 ∼ 1, TRUE ∼ 0),
124 benef_type2 = case_when(benef_type == 2 ∼ 1, TRUE ∼ 0),
125 benef_type3 = case_when(benef_type == 3 ∼ 1, TRUE ∼ 0),
126 benef_type4 = case_when(benef_type == 4 ∼ 1, TRUE ∼ 0),
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127 benef_type5 = case_when(benef_type == 5 ∼ 1, TRUE ∼ 0),
128 benef_type6 = case_when(benef_type == 6 ∼ 1, TRUE ∼ 0),
129 benef_type7 = case_when(benef_type == 7 ∼ 1, TRUE ∼ 0),
130 benef_type8 = case_when(benef_type == 8 ∼ 1, TRUE ∼ 0),

132 # Recode age_ret for NA values
133 age_retire = case_when(
134 is.na(age_ret) ∼ as.double ( -99999),
135 TRUE ∼ as.double(age_ret)
136 ),
137 ) %>%
138 dplyr:: select(
139 -zv,
140 -gpr
141 )

143 # Verify all variables are numeric
144 RR_OASI ← if ("napref" %in% names(RR_OASI2)) {
145 RR_OASI2 %>%
146 dplyr:: select(
147 -napref
148 ) %>%
149 mutate_all(funs(as.numeric (.)))
150 } else {
151 RR_OASI2 %>%
152 mutate_all(funs(as.numeric (.)))
153 }

155 mod_return(
156 RR_OASI
157 )
158 }

Script B.3: Preparation of the RR_OASI tibble
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1 #’ @title Splitting the data into a Training and a Validation
sets

2 #’
3 #’ @description Splits the data into a training and a

validation sets , given
4 #’ the too large number of observations , in order to determine

the best number of
5 #’ clusters for the KAMILA algorithm.
6 #’
7 #’ @param RR_OASI a data frame containing the all the data.
8 #’
9 #’ @param PARAM_GLOBAL a data frame containing the parameters.

We use the following:
10 #’ - ‘pct_sample_ts ‘: percentage of observations which build

the training set.
11 #’
12 #’ @param list List of input data frames.
13 #’
14 #’ @return a ‘tidylist ‘ containing the following tidy data

frames:
15 #’ - ‘RR_OASI_TS‘ : Training set of categorical data.
16 #’ - ‘RR_OASI_VS ‘: Validation set of categorical data.
17 #’
18 #’ @references [www.geeksforgeeks.org](https://www.

geeksforgeeks.org/the -validation -set -approach -in-r-
programming/)

19 #’ @author [Layal Christine Lettry ]( mailto:layalchristine.
lettry@unifr.ch)

20 #’ @import caTools
21 #’ @export

23 # - ‘Last change ‘: 2022 -08 -11 / Llc

25 mod_tsvs ← function(RR_OASI ,
26 PARAM_GLOBAL ,
27 list = NULL) {
28 mod_init()

30 # Setting seed to generate a reproducible random sampling
31 set.seed (100)

33 # Choose a categorical balanced variable to do the splitting:
sex and check

34 # if it is balanced
35 freqtable ← table(RR_OASI$sex)
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36 proptable ← prop.table(freqtable) # approximately balanced

38 # Dividing the complete RR_OASI dataset into 2 parts having
ratio of 99.9% and 0.1%

39 oasi_spl ← sample.split(RR_OASI$sex ,
40 SplitRatio = PARAM_GLOBAL$pct_sample_ts / 100
41 )

43 # Training set
44 # Selecting that part of RR_OASI dataset which belongs to the

0.1% of the dataset
45 # divided in previous step
46 RR_OASI_TS ← subset(RR_OASI , oasi_spl == TRUE)

48 # Validation set
49 # Selecting that part of RR_OASI dataset which belongs to the

99.9% of the dataset
50 # divided in previous step
51 RR_OASI_VS ← subset(RR_OASI , oasi_spl == FALSE)

53 # checking number of rows and column in training and
validation datasets

54 print(dim(RR_OASI_TS))
55 print(dim(RR_OASI_VS))

57 mod_return(
58 RR_OASI_TS,
59 RR_OASI_VS
60 )
61 }

Script B.4: Training set and validation set
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1 #’ @title Splitting the continuous from the categorical data
2 #’
3 #’ @description Splits the continuous from the categorical data

, in order to use
4 #’ a clustering method.
5 #’
6 #’ @param RR_OASI a data frame containing the all the data ,

whose variables are:
7 #’ - ‘year ‘: Year of the pension register extract.
8 #’ - ‘age ‘: Age of the individual.
9 #’ - ‘age_retire ‘: Retirement age.

10 #’ - ‘sex ‘: Sex , if 1: female , if 0:male
11 #’ - ‘nat ‘: Nationality , if 1: Foreign , if 0:Swiss.
12 #’ - ‘resid ‘: Residence , if 1: Foreign , if 0:Swiss.
13 #’ - ‘benef_type1 ‘: If 1, Old -age type of benefit (dummy)
14 #’ - ‘benef_type2 ‘: Widow type of benefit (dummy)
15 #’ - ‘benef_type3 ‘: Father ’s orphan type of benefit (dummy)
16 #’ - ‘benef_type4 ‘: Mother ’s orphan type of benefit (dummy)
17 #’ - ‘benef_type5 ‘: Twice orphan type of benefit (dummy)
18 #’ - ‘benef_type6 ‘: Spouse ’s compl. type of benefit (dummy)
19 #’ - ‘benef_type7 ‘: Father ’s child rent type of benefit (dummy

)
20 #’ - ‘benef_type8 ‘: Mother ’s child rent type of benefit (dummy

)
21 #’ - ‘benef_type ‘ : Types of benefits type of benefit (

categorical)
22 #’ - ‘marital_stat1 ‘: Divorced marital status (dummy)
23 #’ - ‘marital_stat2 ‘: Single as reference category marital

status (dummy)
24 #’ - ‘marital_stat3 ‘: Married marital status (dummy)
25 #’ - ‘marital_stat4 ‘: Widowed marital status (dummy)
26 #’ - ‘marital_stat ‘: Marital Status
27 #’ - ‘splitting ‘: If 1, splitting of the revenues , 0 otherwise

.
28 #’ - ‘capping ‘: If 1, the pension is capped , 0 otherwise.
29 #’ - ‘contrib_m_ind ‘: total number of OASI contribution months

per individual.
30 #’ - ‘contrib_y_ageclass ‘: total number of contribution years

per age group.
31 #’ - ‘bonus_m_edu ‘: number of months paid with a bonus for

educative tasks.
32 #’ - ‘bonus_m_assist ‘: number of months paid with a bonus for

assistance/care
33 #’ tasks.
34 #’
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35 #’ @param RR_OASI_TS a training dataset containing x% of the
data.

36 #’
37 #’ @param RR_OASI_VS a validation dataset containing (100 - x)%

of the data.
38 #’
39 #’ @param PARAM_GLOBAL a data frame containing the parameters.

We use the following:
40 #’ - ‘categ_var ‘: Chosen categorical variables
41 #’ - ‘cont_var ‘: Chosen continuous variables
42 #’
43 #’ @param list List of input data frames.
44 #’
45 #’ @return a ‘tidylist ‘ containing the following tidy data

frames:
46 #’ - ‘CATEG_DF ‘: contains only categorical variables (factors

)
47 #’ - ‘CONT_DF‘ : contains only continuous variables (numeric)
48 #’ - ‘CATEG_DF_TS ‘: contains only categorical variables (

factors), training set
49 #’ - ‘CONT_DF_TS‘ : contains only continuous variables (

numeric), training set
50 #’ - ‘CATEG_DF_VS ‘: contains only categorical variables (

factors), validation set
51 #’ - ‘CONT_DF_VS‘ : contains only continuous variables (

numeric), validation set
52 #’
53 #’ @references [www.geeksforgeeks.org](https://www.

geeksforgeeks.org/the -validation -set -approach -in-r-
programming/)

54 #’ @author [Layal Christine Lettry ]( mailto:layalchristine.
lettry@unifr.ch)

55 #’ @export

57 # - ‘Last change ‘: 2022 -08 -11 / Llc

59 mod_catcontvar ← function(RR_OASI ,
60 RR_OASI_TS,
61 RR_OASI_VS,
62 PARAM_GLOBAL ,
63 list = NULL) {
64 mod_init()

66 # Chosen categorical variables
67 categ_var ← separate_at_comma(PARAM_GLOBAL$categ_var)
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69 # Chosen continuous variables
70 cont_var ← separate_at_comma(PARAM_GLOBAL$cont_var)

72 #--- Full dataset
------------------------------------------------------------

73 # Dataframe of categorical variables
74 CATEG_DF ← RR_OASI %>%
75 dplyr:: select(any_of(categ_var)) %>%
76 # Transform all variables as factors
77 mutate_all(as.factor)

79 # Dataframe of continuous variables
80 CONT_DF ← RR_OASI %>%
81 dplyr:: select(any_of(cont_var)) %>%
82 # Transform all variables as numeric
83 mutate_all(as.numeric)

85 # checking number of rows and column training datasets
86 print(dim(CATEG_DF))
87 print(dim(CONT_DF))

89 #--- Training set
------------------------------------------------------------

90 # Dataframe of categorical variables
91 CATEG_DF_TS ← RR_OASI_TS %>%
92 dplyr:: select(any_of(categ_var)) %>%
93 # Transform all variables as factors
94 mutate_all(as.factor)

96 # Dataframe of continuous variables
97 CONT_DF_TS ← RR_OASI_TS %>%
98 dplyr:: select(any_of(cont_var)) %>%
99 # Transform all variables as numeric

100 mutate_all(as.numeric)

102 # checking number of rows and column training datasets
103 print(dim(CATEG_DF_TS))
104 print(dim(CONT_DF_TS))

106 #--- Validation set
------------------------------------------------------------
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107 # Dataframe of categorical variables
108 CATEG_DF_VS ← RR_OASI_VS %>%
109 dplyr:: select(any_of(categ_var)) %>%
110 # Transform all variables as factors
111 mutate_all(as.factor)

113 # Dataframe of continuous variables
114 CONT_DF_VS ← RR_OASI_VS %>%
115 dplyr:: select(any_of(cont_var)) %>%
116 # Transform all variables as numeric
117 mutate_all(as.numeric)

119 # checking number of rows and column validation datasets
120 print(dim(CATEG_DF_VS))
121 print(dim(CONT_DF_VS))

123 mod_return(
124 CATEG_DF,
125 CONT_DF,
126 CATEG_DF_TS,
127 CONT_DF_TS,
128 CATEG_DF_VS,
129 CONT_DF_VS
130 )
131 }

Script B.5: Splitting the variables according to their types
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1 #’ @title Wrapper for the clusters construction.
2 #’
3 #’ @description This wrapper contains all the necessary modules

which allow to
4 #’ construct the clusters.
5 #’
6 #’ @param tl_inp List of input data frames of which we use:
7 #’ - ‘PARAM_KAMILA$calc_kstar ‘: If TRUE , estimates the clusters

. Else , takes the
8 #’ parameter PARAM_KAMILA$param_kstar.
9 #’ - ‘PARAM_KAMILA$cont_var_expl ‘: List of continuous variables

chosen as explicative
10 #’ variables.
11 #’ - ‘PARAM_KAMILA$categ_var_expl ‘: List of categorical

variables chosen as explicative
12 #’ variables.
13 #’
14 #’ @param tl_prepadata List of data frames prepared in a first

step.
15 #’
16 #’ @return a ‘tidylist ‘ containing the following tidylists:
17 #’ - ‘tl_mod_calc_kamila ‘
18 #’
19 #’ @author [Layal Christine Lettry ]( mailto:layalchristine.

lettry@unifr.ch)
20 #’
21 #’ @export

23 # Last change: 2021 -09 -02 / Llc

25 wrap_computation_kamila_ ← function(tl_inp ,
26 tl_prepadata) {

29 # Select the desired continuous explicative variables
30 cont_var_expl ← separate_at_comma(tl_inp$PARAM_KAMILA$cont_

var_expl)

32 CONT_DF_TS ← tl_prepadata$CONT_DF_TS %>%
33 dplyr:: select(any_of(cont_var_expl))

35 CONT_DF_VS ← tl_prepadata$CONT_DF_VS %>%
36 dplyr:: select(any_of(cont_var_expl))

38 CONT_DF ← tl_prepadata$CONT_DF %>%
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39 dplyr:: select(any_of(cont_var_expl))

42 # Select the desired categorical explicative variables
43 categ_var_expl ← separate_at_comma(tl_inp$PARAM_KAMILA$categ_

var_expl)

45 CATEG_DF_TS ← tl_prepadata$CATEG_DF_TS %>%
46 dplyr:: select(any_of(categ_var_expl))

48 CATEG_DF_VS ← tl_prepadata$CATEG_DF_VS %>%
49 dplyr:: select(any_of(categ_var_expl))

51 CATEG_DF ← tl_prepadata$CATEG_DF %>%
52 dplyr:: select(any_of(categ_var_expl))

55 # Run the algorithm on the TS to find the optimal number of
clusters kstar

56 # Writes kstar as the parameter PARAM_KAMILA$param_kstar
57 if (tl_inp$PARAM_KAMILA$calc_kstar) {
58 tl_mod_kstar ← mod_kstar(
59 PARAM_KAMILA = tl_inp$PARAM_KAMILA ,
60 CATEG_DF_TS = CATEG_DF_TS,
61 CONT_DF_TS = CONT_DF_TS
62 )
63 KM_RES ← tl_mod_kstar$KM_RES
64 } else {
65 KM_RES ← tibble(cluster_id = NA_real_) %>%
66 mutate(
67 kstar = NA_real_,
68 ps_values = NA_real_, # Prediction Strength value
69 avg_pred_str = NA_real_, # Average prediction strength
70 std_err_pred_str = NA_real_, # SE pred. strength
71 ps_cv_res_run = NA_real_, # Pred. Strength CV residuals
72 cluster_id = NA_real_
73 )
74 }

76 # PARAM_KAMILA with the updated kstar parameter
77 PARAM_KAMILA ← if (tl_inp$PARAM_KAMILA$calc_kstar) {
78 tl_mod_kstar$PARAM_KAMILA
79 } else {
80 tl_inp$PARAM_KAMILA
81 }
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84 # Apply kstar to the whole dataset
85 tl_mod_calc_kamila ← mod_calc_kamila(
86 PARAM_KAMILA = PARAM_KAMILA ,
87 CONT_DF = CONT_DF,
88 FULL_CONT_DF = tl_prepadata$CONT_DF,
89 CATEG_DF = CATEG_DF ,
90 FULL_CATEG_DF = tl_prepadata$CATEG_DF,
91 KM_RES = KM_RES
92 )

94 # Output
95 if (tl_inp$PARAM_KAMILA$calc_kstar) {
96 c(
97 tl_mod_calc_kamila ,
98 tl_mod_kstar
99 )

100 } else {
101 c(tl_mod_calc_kamila)
102 }
103 }

106 #’ @title wrap_computation_kamila (memoised)
107 #’ @export
108 wrap_computation_kamila ← memoise :: memoise(wrap_computation_

kamila_)

Script B.6: Wrapper for the Kamila algorithm execution part
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1 #’ @title Estimation of the best number of clusters using the
Kamila algorithm.

2 #’
3 #’ @description Estimation of best number of clusters using the

Kamila algorithm
4 #’ on the training set.
5 #’
6 #’ @param PARAM_KAMILA dataframe with all needed parameters for

the Kamila method ,
7 #’ from which the following parameters are used:
8 #’ - ‘numberofclusters ‘: The number of clusters returned by the

algorithm , i.e.
9 #’ sequence indicating the number of clusters which should be

investigated to
10 #’ extract the optimal number of clusters.
11 #’ - ‘numinit ‘: The number of initializations used.
12 #’ - ‘maxiter ‘: The maximum number of iterations in each run.
13 #’ - ‘calcnumclust ‘: Character: Method for selecting the number

of clusters. Setting
14 #’ calcNumClust to ps uses the prediction strength method of
15 #’ Tibshirani &Walther (J. of Comp. and Graphical Stats. 14(3),

2005).
16 #’ - ‘pred_threshold ‘: Threshold fixed to 0.8 for well

separated clusters (i.e.
17 #’ not overlapping).
18 #’
19 #’ @param CATEG_DF_TS Training set of the register of rents

containing all categorical
20 #’ variables as factors.
21 #’
22 #’ @param CONT_DF_TS Training set of the register of rents

containing all the continuous
23 #’ variables.
24 #’
25 #’ @return a tidylist containing the following tidy data frames

:
26 #’ - ‘KM_RES ‘ database containing the results of the

clustering.
27 #’ - ‘PARAM_KAMILA ‘ dataframe with the updated kstar parameter

.
28 #’
29 #’ @author [Layal Christine Lettry ]( mailto:layalchristine.

lettry@unifr.ch)
30 #’
31 #’ @export
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32 #’ @import kamila

34 # Last change: 2021 -06 -17 / Llc

36 mod_kstar ← function(PARAM_KAMILA ,
37 CATEG_DF_TS,
38 CONT_DF_TS,
39 list = NULL) {
40 mod_init()

43 #--- 1.1) Standardize the continuous variables
-------------------------------

45 CONTVARS ← as.data.frame(lapply(CONT_DF_TS, rangeStandardize)
)

46 names(CONTVARS) ← paste0(names(CONTVARS), "_std")

48 CATFACTOR ← as.data.frame(CATEG_DF_TS)

50 #--- 1.2) Estimate the best number of clusters g*
----------------------------

52 # Computes the clusters and reruns the inputs with the newest
results.

54 # Setting seed to generate a reproducible random sampling
55 set.seed (6)

57 # Number of clusters to be returned by the algorithm
58 numberofclusters ← as.numeric(eval(parse(
59 text =
60 PARAM_KAMILA$numberofclusters
61 )))

63 # Running the algorithm on the Training Set
64 kmresps ← kamila(
65 conVar = CONTVARS ,
66 catFactor = CATFACTOR ,
67 numClust = numberofclusters ,
68 numInit = PARAM_KAMILA$numinit ,
69 maxIter = PARAM_KAMILA$maxiter ,
70 calcNumClust = PARAM_KAMILA$calcnumclust ,
71 predStrThresh = PARAM_KAMILA$pred_threshold
72 )
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75 # Optimal number of clusters
76 KSTAR ← tibble(cluster_id = as.integer(names(kmresps$nClust$

psValues))) %>%
77 mutate(kstar = kmresps$nClust$bestNClust)

79 # Other information of the run
80 # Note: PS = 1 - Variance
81 NCLUST ← tibble(cluster_id = as.integer(names(kmresps$nClust$

psValues))) %>%
82 mutate(
83 ps_values = kmresps$nClust$psValues , # Prediction

Strength value
84 avg_pred_str = kmresps$nClust$avgPredStr , # Average

prediction strength
85 std_err_pred_str = kmresps$nClust$stdErrPredStr # SE pred

. strength
86 )

89 PS_CV_RES ← kmresps$nClust$psCvRes %>% # Pred. Strength CV
residuals

90 as_tibble () %>%
91 mutate(cluster_id = as.integer(rownames(kmresps$nClust$

psCvRes)))
92 colnames(PS_CV_RES)[!grepl(
93 "cluster_id",
94 colnames(PS_CV_RES)
95 )] ← paste("ps_cv_res_run",
96 1:PARAM_KAMILA$numinit ,
97 sep = "_"
98 )

100 # Join all datasets of results
101 KM_RES ← KSTAR %>%
102 left_join(NCLUST ,
103 by = "cluster_id"
104 ) %>%
105 left_join(PS_CV_RES ,
106 by = "cluster_id"
107 )

109 # Save the optimal number of clusters in a parameter
110 PARAM_KAMILA$param_kstar ← kmresps$nClust$bestNClust
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113 mod_return(
114 KM_RES ,
115 PARAM_KAMILA
116 )
117 }

Script B.7: Finding the parameter kstar
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1 #’ @title Splitting the initial dataset into kstar clusters.
2 #’
3 #’ @description Splitting the initial dataset into kstar

clusters by using the
4 #’ parameter kstar determined in the module \code{\link{mod_

kstar }}.
5 #’
6 #’ @param PARAM_KAMILA dataframe with all needed parameters for

the Kamila method ,
7 #’ from which the following parameters are used:
8 #’ - ‘numinit ‘: The number of initializations used.
9 #’ - ‘maxiter ‘: The maximum number of iterations in each run.

10 #’ - ‘param_kstar ‘: Best number of clusters estimated in the
module

11 #’ \code{\link{mod_kstar }}.
12 #’
13 #’ @param CATEG_DF subset of the register of rents containing

all categorical
14 #’ variables as factors except for the nominal variables

marital_stat and benef_type.
15 #’
16 #’ @param CONT_DF subset of the register of rents containing

all the continuous
17 #’ variables except for the outcome variables aadr and monthly_

pension.
18 #’
19 #’ @param FULL_CONT_DF database containing the continuous

variables used for the
20 #’ estimation plus the outcome variables aadr and monthly_

pension.
21 #’
22 #’ @param FULL_CATEG_DF database containing the categorical

variables used for
23 #’ the estimation plus the nominal variables marital_stat and

benef_type.
24 #’
25 #’ @return a ‘tidylist ‘ containing the following tidy data

frames:
26 #’ - ‘PLOTDATKAM ‘ database containing the clusters factor and

the other
27 #’ variables.
28 #’ - ‘KM_RES_FINAL ‘ database containing the resulting

parameters of the
29 #’ clustering.
30 #’ - ‘CONTVARS ‘ database containing the continuous standardised
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variables.
31 #’ - ‘FULL_CONT_DF‘ database containing the continuous

variables used for the
32 #’ estimation.
33 #’ - ‘FULL_CATEG_DF‘ database containing the categorical

variables used for
34 #’ the estimation.
35 #’
36 #’ @author [Layal Christine Lettry ]( mailto:layalchristine.

lettry@unifr.ch)
37 #’ @export
38 #’ @import kamila

40 # Last change: 2021 -09 -02 / Llc

42 mod_calc_kamila ← function(PARAM_KAMILA ,
43 CONT_DF,
44 CATEG_DF,
45 FULL_CONT_DF,
46 FULL_CATEG_DF,
47 KM_RES ,
48 list = NULL) {
49 mod_init()

52 #--- 1.1 Construction of the g* (from 1.2) clusters with the
Kamila method ----

54 CONTVARS ← as.data.frame(lapply(CONT_DF, rangeStandardize))
55 names(CONTVARS) ← paste0(names(CONTVARS), "_std")

57 CATFACTOR ← as.data.frame(CATEG_DF)

59 #--- 1.2 Construction of the g* (from 1.2) clusters with the
Kamila method on

60 # the whole dataset
----------------------------------------------------------

62 # Setting seed to generate a reproducible random sampling
63 set.seed (5)

65 kstar ← PARAM_KAMILA$param_kstar

67 kmres ← kamila(
68 conVar = CONTVARS ,
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69 catFactor = CATFACTOR ,
70 numClust = kstar ,
71 numInit = PARAM_KAMILA$numinit ,
72 maxIter = PARAM_KAMILA$maxiter
73 )

75 # Transform the number of clusters into factors
76 cluster_id ← factor(kmres$finalMemb)

78 # Retrieve all clustering estimation resulting parameters
79 KM_RES_FINAL ← tibble(
80 final_loglik = kmres$finalLogLik ,
81 final_obj = kmres$finalObj ,
82 num_clust = kmres$input$numClust ,
83 max_iterations = kmres$input$maxIter ,
84 categorical_bw = kmres$input$catBw
85 )

87 # Construction of a Dataframe for plotting the estimation
results

88 PLOTDATKAM ← cbind(
89 cluster_id,
90 CONTVARS ,
91 FULL_CONT_DF,
92 # CATFACTOR ,
93 FULL_CATEG_DF
94 ) %>%
95 as_tibble ()

97 mod_return(
98 PLOTDATKAM ,
99 CONTVARS ,

100 FULL_CONT_DF,
101 FULL_CATEG_DF,
102 KM_RES_FINAL
103 )
104 }

Script B.8: Splitting the register of rents into kstar clusters
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1 #’ @title Function writing the packages version used to run
this output

2 #’ @description Writes the version of the rrclust and dplyr
packages and the time

3 #’ of the output production.
4 #’ @param list tidylist
5 #’ @author [Layal Christine Lettry ]( mailto:layalchristine.

lettry@unifr.ch)
6 #’ @return ‘LOG ‘ tibble with information about time and

packages version.
7 #’ @export

9 # Last change: 2021 -06 -17 / Llc

11 mod_log ← function(list = NULL) {
12 LOG ← tibble(
13 rrclust_version = as.character(packageVersion("rrclust")),
14 dplyr_version = as.character(packageVersion("dplyr")),
15 runtime = as.character(Sys.time())
16 )

18 mod_return(LOG)
19 }

Script B.9: Log of the executed run
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This appendix presents the most important parameters files used in the package rrclust
(Lettry 2021).
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